[image: Cover image for book When Media Are New: Understanding the Dynamics of New Media Adoption and Use]Page vii → PrefaceThere is certainly no shortage of recent literature on the subject of new media; in fact, it has become somewhat difficult to avoid it. However, this book aims to be rather different. It is about electronic media when they are new—not only the media of today but also media introduced earlier, in the past 40 or so years. All were made available to users and went through a process of adoption (or rejection). Some established themselves, some are still trying to do so (even after decades), and some fell by the wayside. Our premise is that it is valuable for those working in the field to have an understanding that ranges both across the wide variety of new electronic media and back through time. While dramatic changes have occurred—not least the acceleration of the implementation and adoption processes—many more similarities exist between what happens today and what happened in the pre-Web era than many people realize. We have synthesized past and current experience in a way that will be useful to both practitioners and academics. We offer an integrated treatment of a variety of media at the time each was introduced, set the introduction of each in historical and technological context, and, as relevant fill in what happened after it established itself.
Some of the mistakes made in the past have been repeated many times over and are still made today. This phenomenon is reflected in our lighthearted working title for the book, “Making New Mistakes.” In a field that is moving so fast and for which the development of theory lags far behind current developments, mistakes are inevitable. New mistakes can offer a wonderful potential for learning: what a shame to waste time on old ones!
Individually and jointly, our main interest has always lain in the actions and experiences of media users rather than in the industries that provide the associated products and services, the technologies themselves, impacts on society as a whole, or the role of government, all of which the literature already covers extensively. We started working together in the mid-1970s and have had many opportunities to do so since. Each of us is fortunate to have started research on new media close to the turning point when services going far beyond broadcast television or the simple telephone were knocking loudly at the door—which opened rather slowly at first. Today, we find much of what we learned in earlier
Page viii → years very helpful in understanding contemporary new media. In one sense, this book is about that learning and how it applies in today’s much less tranquil environment.
A great deal of our research has been undertaken within interdisciplinary teams. Our collaboration with one another—one coming from mass communication and anthropology, the other from management science and mathematics—has necessarily been interdisciplinary. As a result, in our professional work, we generally have to write to be accessible to the intelligent layperson, and we adopt that style here. The book is written from a transdisciplinary perspective, making no assumptions about readers’ prior disciplinary backgrounds but at the same time attempting to avoid sacrificing the conceptual rigor of constructs imported from diverse disciplines.
It is more than clear by now that new media are very far from an exclusively American concern; indeed, this was already clear enough four decades ago, when one of us began to research then emerging media from a base in the United Kingdom. Accordingly, we set out to write a book that was not overly focused on the United States, and we have covered a good proportion of the important innovations that have taken place elsewhere. Nevertheless, as we look over the result, we are ruefully aware of how much more could have been written about important developments in other countries if only we had had both the time to gather the information and the space to provide it.
We have drawn heavily on research for which we received funding over the years from the National Science Foundation, the Corporation for Public Broadcasting, the Markle Foundation, and the Freedom Forum Media Studies Center as well as from a number of other organizations on both sides of the Atlantic. We are grateful for their financial support and for the generous encouragement and advice offered us by the officers who administered it. For their valued comments on draft chapters or helpful information on specific topics, we are particularly indebted to Gary Arlen, Elizabeth Carey, Brian Champness, Robert Cowan, Gali Einav, Elliot Gold, David Kamien, Martin Nisenholtz, A. Michael Noll, Jules Tewlow, and Bertil Thorngren as well as to an unnamed reviewer of an early partial draft of the manuscript, who made a number of very helpful and insightful suggestions. We are grateful to Eileen Connell for her substantial contribution to the creation of the graphical components of the book and to Devyani Mehta and Jonathan Weidman for their assistance. Naturally, we alone are responsible for any errors of fact or interpretation on the following pages.
Finally, our heartfelt thanks go to our wives, whose patience and support have always meant so much to us but never more than during the long hours we spent closeted away writing the book.
Page 1 → Introduction This book is about understanding new media. For many, the term has become a loose but voguish way of referring to the latest or hottest new offerings from a growing miscellany of digital devices used for communication, entertainment, and information purposes. We, however, will avoid discussion of what’s hot and what’s not in new media along with predictions of what the new media landscape will look like in the future. Many other books cover these topics, though they often do not do it well.
Our use of the term new media is set in a broader historical context: a media service or product is new from the point when the underlying concept starts to be implemented until the service or product can be regarded as established in the marketplace (in the sense that the product or service is very unlikely to be withdrawn as a failure). The amount of time from concept to established presence can range between a few years and many decades; we regard the video telephone, which first came onto the American market in the 1960s, as still an example of new media. The title of the book, When Media Are New, conveys our intent to examine both current new media and earlier media, such as online services when they were first introduced. The subtitle of the book, Understanding the Dynamics of New Media Adoption and Use, indicates that we focus primarily on users’ reactions to new media and their determinants.
A new media product or service may be broadcast, person-to-person, or—increasingly, these days—a combination of the two. A clear-cut dichotomy no longer exists. Its content may be created for distribution to an audience, as in conventional broadcasting, or it may be the interaction among two or more users, as in conventional telephony or simple e-mail. The innovation may be radical (as when the telephone first enabled people to engage in conversation despite not being within earshot of one another) or a matter of substantial improvement in the quality of the communication that is provided (as in the transition from conventional to high-definition television).
It is helpful to distinguish individual communication products and services from platforms. We regard neither the Internet nor today’s mobile phones as examples of new media. It is better to treat them as platforms, each of which can be used in the provision of a variety of media—clearly, an increasing va-
Page 2 → riety. We will treat them in this way and focus on some but not all of the new media they have come to support.
Some new media do not require their users or audiences to acquire a product that embodies new technology or to use a newly introduced service, or both. User-developed media come into being when users fashion a new application for themselves using technology that is already (even if only recently) available and without a purpose-designed service having been provided for them. An important case in point is early blogs, formerly weblogs—how quickly language can change! Generally, however, new media have required the introduction of new communication products or services.
This book is written from a standpoint that balances guarded optimism with measured skepticism and balances theory with practice in a way that is useful to both professional and academic readers. A variety of people are professionally concerned with questions such as whether the start-up or field trial of a new service is likely to succeed, at what price and on what timescale; what issues need to be addressed to maximize the chances of success; how research can play a useful part in the process; and how, by whom, in what order, and to what ends the service is likely to be taken up. These people principally are found in firms, large and small, that are trying to make a success of new ventures in this field, but they also include those in the public and private sectors who are planning and implementing the use of new media in a diverse range of organizational settings, such as government agencies, education institutions, and community organizations as well as businesses. The policymakers and regulators who set rules that affect the take-up and use of new services and technologies are involved as well. All the foregoing comprise one of the intended audiences for this book.
The other principal audience comprises academics who teach and conduct research in this area and students who seek to learn the history of new media start-ups along with the associated planning and implementation processes. Journalists who cover technology and general readers with an interest in new media will also find the volume useful. While our analysis is anchored in several areas of media theory and draws inferences to further those areas, the book is not intended as a primer on media theory that uses new media as examples to teach the theory. In focusing on the current new media environment and on useful lessons from when earlier media were new, we do not offer a cultural critique of new media. Other researchers (e.g., Brian Winston) claim this territory and cover it much better than we could.1
We discuss failures as well as successes. These terms have their customary meanings: success or failure relative to the goals when a new product was introduced. In places, however—principally in chapter 6, when we discuss the “failures” that preceded the Web—we question the use of these terms. Ken-
Page 3 → neth Lipartito’s radical critique of the concept of success and failure is particularly relevant.2  Failures can provide useful and important lessons, and something would be seriously wrong in any large, contemporary industrial economy in which most launches of new media products and services succeeded. Since there are increasingly compelling reasons to bring innovations to market before there can be certainty—if ever there can be—as to their success, too few failures would signal too little dynamism.
New media may fail at a particular time, but the underlying concept may go on to succeed at some future time—maybe after more than one false start in the interim. Facsimile transmission provides an example: except for limited purposes, such as sending weather maps, it had several false starts after first being demonstrated in the middle of the nineteenth century, before the telephone was invented. (Transmission originally occurred over telegraph lines.) We explore difficulties that arise when new media are introduced into markets or organizational settings. There are many difficulties; mistakes are inevitable. Too often, however, we have noticed that people unwittingly make mistakes that others have made before. If knowledge of what has gone wrong in the past helps some readers working in the industries concerned at least to make new mistakes, then their successors can learn something new from them.
A well-known companion of many publicity campaigns in support of new media is hype—unwarranted exaggeration about the wonders of some new technology. It can be harmful in a number of ways. It can set false expectations among end users, who are then disappointed by the reality of the new media technology or service. It can mislead those providing the necessary investment into underestimating costs. Planners may come to believe their publicists’ hype and make poor decisions about marketing and service development. In addition, if the bar of expectations is set too high for journalists who cover the media or analysts on Wall Street, good performance may be judged as weak performance.
Fortunately, hype is not inevitable. It did not, for example, feature in the introduction of e-mail. Nor did it surround the transition from the Arpanet to the Internet; the Information Superhighway and similar terms came later, helped along by American politicians—especially a future vice president—who seem to have had in mind something even grander than the Internet has yet become.
Uncertainty is a core characteristic associated with new media. Will the technology work as intended? Do people want it? How do you communicate about a product that is very new? Many far-from-obvious lessons can be learned from those who have already traveled down this road. While they cannot eliminate uncertainty, they can certainly reduce it.
As the next section describes in more detail, part 1 of the book examines processes that occur at two different levels. At the concrete level (what actually
Page 4 → happens), one chapter looks at users’ adoption of new media, while another explores suppliers’ implementation of new media. At the abstract level (understanding what really happens or is expected to happen), one chapter examines research, and another examines forecasting.
To provide in-depth examples illustrating these processes and to add detail to them, part 2 of the book provides a set of case studies of particular media or families of closely related media. Most of the chapters in this section examine how particular media or families of media progressed to success or failed to do so. One chapter, however, focuses on an established medium, broadcast television, describing how it was affected by subsequent media innovations, and another shows how much a highly successful family of media—those delivered via the Internet—owes to a series of earlier new media that failed to live up to expectations.
Part 1: ProcessesSuccessful new media affect individuals, families, firms, industries, government, and society as a whole only as a result of the host of decisions by different people to adopt them. Because of the centrality of the adoption process, it forms the subject of the opening chapter, which describes common patterns that occur as one looks at the field across new media and through time. Many of these patterns exist—patterns in growth rates, the relationship between price and household income, trends in price over time, and the characteristics of early adopters. Most successful technologies reach a critical mass where growth becomes self-sustaining, but the path to critical mass can differ from one technology to another. Further, an examination of adoption patterns produces a number of surprises: for example, the role of serendipity in helping many technologies to become broadly adopted. Accepted wisdom holds that success requires a new technology to meet an identifiable need. However, many of the most successful technologies entered a marketplace where no apparent need existed. In some cases, latent needs existed. For example, color television met a latent need to see visuals that more closely resembled the real world, even though millions of people had embraced black-and-white television with few complaints about the lack of color. In other cases, new media created demand. For example, it may be argued that video games met a latent need for more entertainment, but it may also be argued that they really created a demand for a new form of entertainment that previously did not exist.
Chapter 1 covers not just successes but also failures. They are of interest both to avoid repeating previous mistakes—not always easy to diagnose even with the benefit of hindsight—and to find candidates for successful future products and services among the near misses of the past. Unfortunately, we
Page 5 → have relatively few reasonably detailed accounts of failures on which to draw not least because those responsible often try to bury the evidence. Also covered is the search for the Holy Grail of many technologists, “killer applications”—content or services that are so compelling that people rush out to adopt the new medium in question. More commonly, however, content and/or services must come together to generate sufficient appeal that people will adopt the technology.
In chapter 2, we turn to forecasting. As the term is commonly used, a forecast is presumed to be based on research and a scientific process that yields quantitative estimates of future adoption rates. In general, forecasting methods, whether they deal with the weather or advertising revenue, have been getting better. There are exceptions, of course, and they can occur even when professional forecasters deal with well-known products or events and have many data points at their disposal.
Forecasts about new media have been highly unreliable. Most have over­estimated adoption rates, though some have grossly underestimated the market for a new technology. An example of the former comes from 1998, when a consensus of Wall Street media analysts forecast 30 million satellite telephone subscribers by 2006. In fact, the company that launched satellite telephone service in 1998 went bankrupt the following year. The service was reorganized by two other operators and by 2006 had developed a modest group of approximately half a million users, including emergency workers and people living or working in very remote areas such as oil rigs in the North Atlantic.
A classic example of underestimating demand is McKinsey and Company’s reported forecast for AT&T during the 1980s that the total market for mobile phones by the year 2000 would be 900,000 subscribers. On the basis of this forecast and an internal analysis, AT&T pulled out of the mobile phone market, only to reenter it about a decade later by purchasing McCaw Communications at an overall cost of $16 billion.3  This example illustrates the most obvious reason why forecasts are necessary: to make sound business decisions. Forecasts are also needed in the development and implementation of public policy.
For some decision-making purposes, it may be possible to get by with something less precise than a forecast: a simple prediction about whether a projected new media service will establish itself in the marketplace within a certain time frame. But even these much simpler binary predictions frequently prove incorrect. Of course, if a forecasting team is wrong in such a prediction (whether implicit or explicit), its forecast will inevitably be completely wrong.
Chapter 2 discusses practitioners’ poor track record in forecasting the demand for new media products and services, methods used to create the forecasts, and how the business context in which forecasts are often produced appears to contribute to their biases. Even with improvements in practice, how-
Page 6 → ever, one would be unwise to expect substantial improvements in accuracy in the foreseeable future, so we also consider how to make the best of a bad job. To readers with practical interests in the field, the relevance of these issues will be obvious; we expect other readers, aware of how the inability to make accurate forecasts has clearly been a major determinant of how new media have developed during the past half century, to have an interest in understanding the limitations of the process.
Chapter 3 deals with the implementation process. In connection with new media, implementation usually means either putting into effect a plan for the market introduction of a new product or service or—as in a field trial—putting into effect a plan to get a new service into use in a particular organizational or community context. It may sound like a dull, low-level, technical process, stretching from the approval of funding for an exciting concept to the concrete realization of a new service with satisfied users. It often turns out, however, to be a complex, broadly defined, multiphased process encompassing social, technical, and organizational components that, in addition to the installation of a technical system, include managing relationships with partners, dealing with end users, marketing, interacting with equipment suppliers or manufacturers, overcoming a variety of obstacles, managing costs, and much more.
Whether or not one is interested in the implementation process as such, one should recognize that although it has received relatively little attention in the literature about new media, it is more difficult than is generally appreciated and therefore offers many opportunities for failure. Numerous services with strong potential have crashed in flames as a result of poor planning and implementation—for example, many of the trial telemedicine services of the 1970s. After one or more failures in some new media initiative, an important but difficult question has often been to what extent failure indicated that the concept was not viable or that the timing of the initiative was wrong and to what extent it reflected no more than poor implementation.
Implementation of a field trial or the launch of a new product or service almost invariably takes longer than those managing it expect. When it is a matter of bringing new media to the marketplace, the longer-than-anticipated time frames required for implementation also stretch out growth rates and eventual profits, putting more pressure on promises about return on investment for outside investors or parent organizations. Managers then often make compromises regarding critical features of a new service, such as the user interface, to overcome the delays. But these compromises can reduce a new product’s appeal and hence its prospects for success. End-user skill levels also come into the picture. The weaker the design of a new media product, the more skill is required of an end user.
Page 7 → Sometimes a new media technology or service must be implemented at a particular site or set of sites—perhaps for the purpose of a trial—in which case the challenges differ somewhat. In addition to the chain reactions of effects that can be caused by allowing insufficient time, these challenges can include turf issues, staff turnover and training, product champions, and budget cycles.
Implementation is generally not for the fainthearted. Chapter 3 seeks both to show why this is the case and to point to some of the more generalizable lessons that have been learned about how to avoid the often seemingly mundane errors that too frequently lead to failure. Some of these errors occur at high levels in organizations and doom the implementation process even before it begins.
Chapter 4, the final chapter in part 1 of the book, concerns the research process. Research on new media has been undertaken from within many disciplines—communication, psychology, economics, and sociology, for ­example—and on an interdisciplinary basis. Some research is better categorized as belonging to a particular field in which new media may be applied—telemedicine, telecommuting, and distance education, for instance. Doing justice to all of these fields in a single chapter would be impossible, so we focus on user research on new media—i.e., research that centers specifically on actual or potential users of new media. (The term should not be confused with usability testing, which may be regarded as one of many component activities in the much larger field of user research.) This focus is in keeping with the book’s emphasis on users. Moreover, whatever kind of research is undertaken on new media, questions addressed by user research—such as what kinds of people use the products or services in question, how they do so and to what effect, and how better to serve them—are likely to be central.
There have been three eras of user research. The first was devoted largely to two types of topic: ergonomics (human factors) relating mainly to the telephone and the effectiveness of new media in education. The second era, starting at the end of the 1960s and lasting roughly a quarter of a century, was devoted largely to teleconferencing, two-way cable television, telemedicine, videotex, and teletext—on the whole, services that fell far short of establishing themselves within the time frames their proponents expected. With hindsight, the second era of user research can be seen as the calm before the storm. Even though the new services whose prospects drove the research were not particularly successful, valuable research results were obtained and methodological lessons learned. The storm arrived with the explosion of new Web-based services and to a lesser extent mobile services. Rather than showing any signs of ending, the storm is continuing with increasing force. The context for user research in its third era differs radically from that in the second era. The amount and variety of
Page 8 → research activity are expanding very fast; users’ media environments are changing rapidly; research agendas—whoever’s they may be—are changing quickly; and the conclusions of much applied research that might well have been of value in a calmer period are quite likely to have been overtaken by events by the time they are available.
There is little value to trying to examine this storm while we are still in it. Research is changing too rapidly; too much of it has not yet been digested. Conversely, much that remains relevant emerged from user research conducted during the preceding calm and apparently is not widely known. Therefore, our coverage of user research in this chapter concentrates on the second era of it; a number of the case studies, however, draw on research results from the third era.
Part 2: Case StudiesIn her outstanding book, When Old Technologies Were New, Carolyn Marvin provides a model for trying to understand new media: examining specific new media services of the past.4  It examines the past as if we were living in it and provides a fresh perspective on technologies (the telephone and electricity) that are more than a hundred years old. This model strongly influences our approach to the six case studies that form the second part of the book, placing an emphasis on how people actually used new media as well as on the strategies employed to encourage adoption and the obstacles that hindered it. These case studies provide in-depth illustrations of many of the ideas explained in part 1.
The first case study provides an example of the interactions between new media and established media, showing how technology, user behavior, and content are interlinked. Specifically, it deals with how new television technologies such as digital video recorders (DVRs), high-definition television (HDTV), video on demand (VOD), and video for mobile phones have affected television viewing behavior and how these changes in behavior are, in turn, leading to changes in programming. Clues about what may happen with the latest generation of new television technologies may be found in an understanding of the history of earlier technologies that affected viewing behavior and subsequently content.
In the earliest days of television, set size and the location of TVs affected viewing behavior and content. Later, remote controls, larger TV sets, color TVs, cable television, multiple TV sets in homes, and the video cassette recorder further affected both behavior and content. These earlier lessons are combined with new research to provide a perspective on the ways in which today’s new media alter television viewing behavior.
Page 9 → New media are changing the composition, location, size, and placement in time of audiences as well as their relationship with content. Old mass media models of communication treated audiences as large, passive groups that received content from a relatively few sources at predetermined points in time. The models needed to be revised when large cable television systems began to develop niche audiences for specialized content, and these models need to be revised again now that very large digital cable and satellite systems have begun to destroy the concept of a mass audience while technologies such as DVRs, VOD, and Web video sites free audiences from fixed schedules and allow them to consume content at any time.
The second case study deals with services in which content is generally created by interaction among users rather than for consumption by audiences: video telephones and teleconferencing. The video telephone was anticipated in some of the earliest experiments with television in the 1920s and was offered as a service in Germany during the 1930s. It was demonstrated with great fanfare by AT&T at the 1964 World’s Fair (under the trademark Picturephone), and service was introduced in limited markets by the late 1960s. It failed both in the consumer market and as a business service, though some promising applications were developed in criminal justice and health care.5  Video telephones were reintroduced a few times over the next three decades, failing each time.
Teleconferencing has two primary forms. One is a variation on video telephones—group-to-group video teleconferencing. This service was launched in the late 1960s and early 1970s in the United States and the United Kingdom. Early services were very expensive and had limited success. Over time, however, prices declined, and a modest market emerged by the 1990s.6  The second form is audio teleconferencing—voice communication among three or more people at two or more sites. The most important form is the now familiar conference call, but initially this service was expensive, and the associated technology was not always reliable. Later, however, prices dropped sharply, technology improved, and it was widely adopted, so much so that it is now taken for granted in business settings and in many homes (e.g., three-way calling).
The value in understanding the history of video telephones and teleconferencing is first that they were subjected to a great deal of research that has widespread applicability and demonstrates how common sense can lead one astray. Second, video telephones keep returning every few years, often introduced by organizations that seem to be ignorant of the product’s history; the latest iteration is the Web-based video call. The research reveals why video telephones failed in the past and what obstacles must be overcome if they are to be widely accepted in the future.
Page 10 → We turn next to the Web—or, more accurately, toward the Web. There are two stories about how it developed. One is well known; the other not. The well-known version focuses narrowly on the technological development of the Internet as a U.S. Defense Department project that began with the Arpanet in the late 1960s and then expanded to include many universities and research laboratories. Later, key advances in software technology at CERN in Europe and the development of the Mosaic browser at the University of Illinois led to the World Wide Web. The much less well-known version has a broader focus that includes both development of content and attraction of users as well as technology. The content that eventually populated the Web—information, shopping, communication, games, and advertising—already had a long history of development, mainly in the context of videotex and teletext.
Videotex and teletext are now largely forgotten or considered irrelevant failures by those who know about them, although teletext was moderately successful in certain European countries. Both are or were electronic information services. For transmission, videotex used the telephone network, and teletext uses a portion of the broadcast television signal. They began in Britain and spread to a number of other countries in Europe as well as to North America, Japan, and South America. Nearly all of the early services failed (the Ceefax and Oracle teletext services in Britain are notable exceptions; the Minitel videotex service was a limited exception in France), but a few U.S. videotex services eventually emerged with modest success, led by AOL.
From the late 1970s through the mid-1990s, videotex and teletext were the experimental field laboratories for content development. The names of the associated services are largely forgotten—CompuServe, Gateway, Prodigy, The Source, Time Teletext, and Viewtron, among others. Between them, however, they developed advertising, news services, games, shopping, and even auctions; videotex furthered the development of e-mail and forums, which had been introduced on earlier online platforms. All these services led the way to models of content on the Web today. Through the industry leader, AOL, they also brought millions of users to the Web in the mid-1990s. In these ways, videotex can certainly be seen as having played a significant part in the explosive early growth of the Web. Moreover, the reasons why most of these services failed and what was learned in the extensive research with consumers are very relevant to the current new media environment.
Interactive television (ITV), the subject of the fourth case study, offers a good example of a set of new media technologies that failed dozens of times before finally gaining marketplace acceptance. One of the very first demonstrations of television in the 1920s was a form of interactive television. ITV was tried again in the 1950s and in each decade of the twentieth century thereafter, failing in almost all cases. These failures provided many lessons, but subsequent propo-
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In the early 2000s, ITV started to gain acceptance, first in Europe and then in the United States, through a broad range of applications, including interactive advertising, movies on demand, interactive program guides, and voting about who should be thrown off a reality TV program. Still, many uncertainties remain, such as the best platform on which to offer ITV, what services people want, and how to design interactive content. A core question about whether people want to interact with television has largely been answered, however: people want to interact with TV content, but some want to interact a lot, and some want to interact only a little, as in ordering a movie and then watching it passively for two hours. It is also unclear whether the core attractiveness of ITV is interaction with content or the control, convenience, and customization its services can provide.
Satellite radio provides another revealing case study about the adoption process for new media. The technology was developed originally to provide radio service to remote parts of Africa. In the early 2000s, it entered the U.S. market through two companies, XM and Sirius. Pundits greeted satellite radio with much skepticism, declaring that people would not pay for radio and that radio is a local medium with which a national service could not compete. The pundits were proved wrong, in part because they underestimated the negative attitudes toward terrestrial radio engendered by incessant commercials (as much as 23 minutes per hour); satellite radio has no commercials on its music channels. Doubters also underestimated the appeal of breadth of content and depth in the playlists within each content category. (Many commercial radio stations in the United States play only a couple of dozen songs, all middle of the road, to appeal to the widest audience.)
Satellite radio overcame the “radio is local” mantra in two ways. First, for many terrestrial radio stations, that mantra already no longer held true: they had abandoned local content years ago and carried no local news. Further, some stations were programmed and operated from other cities with no local DJs or content at all. Second, local implies community. Satellite radio created community in new ways, such as among fans of a particular genre of music or people who grew up in a certain period and identify with content from that period—satellite radio has “decades channels” that offer music, news, and talk about the 1960s, 1970s, 1980s, and so on.
Satellite radio provides concrete illustrations of the adoption process. When early satellite radios were expensive, the operators had to find a group of adopters who were willing to pay the high initial price. Members of a few groups had a strong need for the service—for example, long-distance truck drivers and people who lived in rural areas where there was little radio. As the price
Page 12 → came down, second and third waves of adopters emerged among such people as those with long commutes and owners of luxury cars. Sirius and XM eventually merged, and on the cusp of becoming a mass media service, satellite radio then became a target for other competitors, including Web radio and portable MP-3 players, and found itself weighed down by the high cost it paid for programming stars.
The final case study focuses on the integration of mobile phones into everyday life. Mobile phones have become ubiquitous around the world. Further, their capabilities have expanded well beyond making phone calls—e.g., mobile phones that take photos and motion video as well as play songs, access the Web, and display television programming.
What are the implications of this new mobile phone (or mobile multimedia) environment? At a personal level, many people decorate and wear mobile phones, treating them, like clothing, as extensions of an individual’s personality. In addition, some people, mostly the younger generation, have come to depend so much on mobile phones that they abandon traditional wired telephone service. The spread of mobile phones also means that whenever newsworthy events occur in a public setting, someone is likely to capture those happenings in photographs or on video and later share them with news organizations or post them on the Web. Mobile phones have wrought not only changes in lifestyles but also, and more important, changes in perceptions about the world we live in, our sense of time, and the expectation that information and communication should be available anywhere, anytime. For many people, these changes in perception have also led to a new sense of space and the microcoordination of location with others.
Mobile phones also exemplify the need to develop an international perspective on the adoption of new media. A first step in this process is to recognize that there are many differences among countries in adoption rates and in attitudes about and uses of new media. It is not simply the case that some countries lag others in adoption. The technological landscape in each country is affected by cultural and lifestyle differences, regulatory climates, preexisting telecommunication and broadcasting infrastructures, economic differences, and the pricing of services, among other factors.
These differences can make it difficult to know whether a new communication technology or service that is broadly accepted in one country will be readily accepted in another. The broad context for technology adoption in each country must be examined carefully. There were, for example, several reasons why Europe led the United States in mobile phone text messaging: text messages were much cheaper relative to voice calls in Europe than in the United States; no obstacles prevented European users from exchanging messages with users of other networks, as was initially the case in the United States; and the ready
Page 13 → availability of economical prepay models encouraged many European parents to provide mobile phones to their children much earlier than U.S. parents did.
TheorySome readers may seek an understanding of the state of relevant theory about new media and this book’s position in relation to it. We have not set out to create a work about media theory, but this volume is built on and can help to extend a number of theoretical constructs.
By far the most widely known and accepted theory useful in understanding new media is sociologist Everett Rogers’s theory on the diffusion of innovations.7  Rogers’s work provides a sound foundation for our treatment of the adoption process. We illustrate a variety of different ways that successful new media can diffuse in accordance with Rogers’s theory: for example, the sociodemographic characteristics of innovators and early adopters for one innovation may differ from those for another.
Broad as Rogers’s theory is, some factors and issues fall outside it. One of these, considered in chapter 1, is the relevance to the adoption process of the relationship between price and household income. Another is the potential role of seemingly small chance effects in determining the fate of a new product. This is explained by Brian Arthur’s theory of positive feedback, which also makes the case that early providers of a new media service have an advantage over later entrants.8  We demonstrate that this hypothes is true—sometimes. A third issue falling outside Rogers’s theory is the at times devastating impact of an innovation undergoing a process of successive improvements on other products that are already established in a particular market. This is explained by Clayton Christensen’s construct of disruptive technologies.9  The disruption is a dramatic impact as a result of a certain type of reinvention process. The process of reinvention, which occurs when an innovation is changing at the same time as it is diffusing, is an important component of Rogers’s theory. Examples of it will be found in a number of the case studies as well as in the chapters on adoption and implementation.
Naturally, some practitioners have hoped that the theory of the diffusion of innovations would provide a basis for forecasting the demand for new media before they have established themselves in use. Attempts to employ it in this way have not, however, succeeded. One reason appears to be the impossibility of making a good estimate of comparative advantage—another of Rogers’s key constructs—at an early enough stage.
Another set of basic questions concerns media effectiveness—that is, how well new media compare with established media or other configurations of new media in serving particular purposes of particular types of users. At the start of 
Page 14 → the 1970s, social psychologists at the Communications Studies Group in London initiated an important stream of research, investigating different forms of real-time, person-to-person business communication—primarily, in-person, two-way video, and audio-only communication. The main research method was the controlled experiment.10  In the United States, Robert Johansen and his colleagues at the Institute for the Future11  and others conducted complementary studies. This research has provided us with a much better understanding of the effectiveness of new media relative to established media for purposes of interpersonal communication. This work is covered in chapter 4, and results obtained from it inform the case study on video telephones and teleconferencing (chapter 6).
Byron Reeves and Clifford Nass expanded our social psychological understanding of media in their classic book, The Media Equation.12  They argue that many people equate a media experience with real life and that interactions with media technology are fundamentally social and natural. We draw from this theory in the case studies about interactive television (chapter 8) and mobile phones (chapter 10). A related theory about social presence, or how a mediated experience can be perceived in the same way as face-to-face experience, was first put forward by John Short et al., in the 1970s13  but did not gain widespread acceptance in the field. It planted a seed, however, for a large number of studies in the 1990s and 2000s about social presence, identity, and interaction with technology through avatars, multiuser dungeons (MUDs), and social networks on the Web and mobile phones.14  We draw from this work in the case studies about the Web (chapter 7) and mobile phones (chapter 10).
Some theories from the field of mass communication are very relevant to the study of new media, while others are outdated and need significant modification. Functional analysis theory, which examines the core sociological and psychological functions of media in people’s lives, is very relevant to the study of new media. Harold Mendelsohn,15  Leo Bogart,16  and Lynn Spigel17  studied the core functions of television in people’s lives, and we draw on their work in our chapters about early online services (chapter 7), how new media affect television viewing (chapter 5), and satellite radio (chapter 9). More recent functional analysis by James Katz18  about telephones reinvigorated this theoretical paradigm and influenced our chapter on mobile phones (chapter 10). Uses and gratifications theory, rooted in functional analysis and advanced by Jay Blumler and Elihu Katz,19  emphasizes an active audience that selects what content to view and how they interact with media to fulfill basic needs such as escape, entertainment, and formation of personal identity. This theoretical model is very relevant to all forms of new interactive media. Some theoretical models from mass media research fall short in the conceptualization of audiences, however. In many models, audiences are conceptualized as large, passive collections of
Page 15 → people who are acted on by the media. We prefer the term users over audiences to signify that people actively engage with media.
Economics theory has much to contribute about new media, though it is not central to our book. By the late 1960s, Bertil Thorngren, a Swedish economist, soon joined by John Goddard, a geographer in England, started to develop empirically grounded theory relating to the geographical patterns of communication by firms and government agencies. This idea quickly came to be seen as potentially useful for projecting the impacts that new telecommunication technologies could be expected to have on transportation and office location, which opened an avenue of research that other economists expanded to include consumers and a larger set of economic issues.
Naturally, considering the high and growing significance of the information sector in national economies, economists have done much work on related issues during the past two decades or so. While many of the issues they have studied, such as those concerning policy, regulation, and industry structure, are not directly related to the subject of this book, others—including, for example, standards, pricing, online auctions, and network effects—are directly relevant to users of new media products and services, as Carl Shapiro and Hal Varian very clearly demonstrated in their celebrated book, Information Rules: A Strategic Guide to the Network Economy.20  More recently, Per Andersson, Ulf Essler, and Bertil Thorngren21  at the Center for Information and Communications Research in Stockholm have conducted elegant research on the wireless market, and we draw on their work in chapter 10. Eli Noam and colleagues at the Columbia Institute for Tele-Information have conducted wide-ranging economic research about consumer behavior with new media that informs our work in chapter 1.22
At the core of our book is how users adopt or fail to adopt new media and, if they adopt a new technology or service, how they integrate it into their everyday lives. A large literature on the sociology of everyday life has grown out of the pioneering work of Erving Goffman.23  Later, Roger Silverstone24  and Shaun Moores25  focused on media use in everyday life, and most recently, Rich Ling26  has tackled this set of issues in relation to mobile phones. We draw on this research in a number of our case studies. A related body of theory has emerged from the work of historians and political scientists who have examined the introduction of earlier media when they were new from a user perspective. Carolyn Marvin has done excellent work in this area, as have Ithiel de Sola Pool and colleagues27  and Claude Fischer.28
For readers who seek more about new media theory, we suggest Rogers, along with James Katz,29  and Leah Lievrouw.30
Page 17 → Part 1 • ProcessesPage 18 → Page 19 →  One //Adoption of New MediaHow do new media make their way into users’ hands? This chapter reviews several common patterns, both recent and in the past, associated with the adoption of new media products and services and suggests ways in which these patterns can inform the development and introduction of new media. In assessing patterns of development, the chapter examines price trends, rate of adoption, categories of early and later adopters, the attainment of critical mass, applications that drive adoption, replacement cycles, failures, cyclical technologies, and lifestyle issues, among other topics. Contrary to popular wisdom that the present new media environment differs completely from that of the past, many parallels exist in the adoption processes for the telephone and advanced mobile phones, for TV and HDTV, for VCRs and DVRs, and for dial-up and broadband Web access.
Everett Rogers and the Diffusion of InnovationsThe late Everett Rogers is a seminal figure in the study of how individuals and organizations adopt innovations, and his theory provides a foundation for this chapter. His work is broad in scope, covering farming, health campaigns, and changes in the workplace as well as consumer adoption of new media technologies.1 He made several key contributions to our understanding of the diffusion of innovations in general and of the adoption of media in particular that are relevant here. Rogers has pointed out that the diffusion of an innovation is a process that takes place over time; it involves people who learn about the innovation in different ways and who operate in a social context into which the new technology or way of doing things may or may not fit easily. He raises a series of questions that are useful in assessing what barriers must be overcome for an innovation to be accepted and at what rate it will diffuse if they are overcome. For example, how much complexity is involved—do people understand what a new technology does, and must they learn or be trained how to use it? Is the new technology or the new way of doing things compatible with the existing values, past experiences, and needs of prospective adopters, or does it require them to make significant changes in their values or behavior? Is the adoption
Page 20 → a matter for individuals or for organizations? In the latter case, many bureaucratic and political processes may enter into the process. For example, schools have hierarchies of decision makers, budget cycles, and even union rules that may affect the adoption of a new computer network.
Rogers has also pointed out that exposure to information about a new technology or other innovation can be direct or indirect. People can learn about it from mass media, such as advertising, or by word of mouth. Both generally are present, but advertising is typically a stronger force early in the rollout of a new technology, when few people own it, and word of mouth typically becomes stronger later, when more people are likely to own it. Further, some products generate a lot of word of mouth, positive (e.g., the iPod) or negative (e.g., early DSL service), while other products sneak under the radar, thereby affecting the relative impact of advertising and word of mouth.
A concept to which Rogers ascribes particular importance, especially in the case of interactive technologies, is critical mass—when adoption reaches this level, additional promotion becomes unnecessary because diffusion is propelled by the innovation’s own social momentum. Many variations on this concept have emerged in the academic and popular business literature—for example, takeoff point, tipping point, and (a misnomer) inflection point.2 Attaining critical mass is clearly a major goal of those who introduce a new technology.
Rogers has emphasized the importance of examining the entire adoption process and all groups of adopters, not just those who are the first to use a technology. Early users and later users often differ substantially, but how many categories of adopters are necessary to capture a complete picture? Figure 1.1 presents his model of adopters at different stages in the process. Drawing on a number of studies, he makes some generalizations about each group. It must be borne in mind that these are generalizations, and the type as well as the
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Page 21 → number of groupings can vary depending on the technology, the social or organizational context, and the time frame.
In Rogers’s framework, Innovators often are willing to take risks and accept uncertainty. As individuals, they tend to have higher incomes, communicate with other innovators, and act as gatekeepers for those who will adopt later but who are not part of the innovator group. Early Adopters are respected opinion leaders who advise others in their peer and near-peer network of contacts. They are not as daring as Innovators but are willing to try new products before they are widely accepted. The Early Majority is a large group whose members are deliberative, not likely to be opinion leaders, and often, after waiting a while, follow the advice of early adopters. The members of the Late Majority are generally skeptical and cautious and require that the uncertainties associated with new technologies or other innovations are substantially reduced before adopting them. Frequently, they wait until sufficiently motivated to adopt for economic reasons or as a result of pressure from peers. Laggards have traditional values and are reluctant to change. They have limited resources, are often isolated from social networks, and take a long time to come to decisions.
Rogers emphasizes that a term such as Laggards is not intended to be pejorative. In fact, he argues that insufficient research has examined why people fail to adopt innovations and that there has been a bias in much of the research implying that adoption is inherently the wiser course of action.
We turn now to a series of factors that complement and build on Rogers’s model of the diffusion of innovation, focusing on new media adoption patterns.
Price TrendsMedia ProductsThe price of consumer electronic products has played an important role in their rate of adoption by the public and in determining the overall size of their market. Historically, new media technologies have been introduced at high prices, which drop over time, as shown in table 1.1. Early manufacturing of such a product is generally expensive, largely because it cannot realize the economies of scale that are possible in mass production, and demand is often unknown, which can lead companies to try to maximize revenue from the first group of purchasers, many of whom are willing to pay high prices to be among the first to get it. Alternatively, companies can subsidize the price to try to build a user base rapidly and gain the benefits of the network effect (see The Network Effect and the Chicken-and-Egg Problem below), where the value of a service such as mobile phones is increased as more people acquire and use the technology.
Page 22 → Rapid Decreases in Costs
Production costs generally decline dramatically in the early years of a successful new technology for two reasons: the volume of production and the time since production started. The first is the well-known effect of economies of scale. Especially when the fixed costs of production are very high but the marginal costs are very low—as is the case, for example, with technologies reliant on purpose-developed chips—the average cost of a unit of the technology falls very dramatically as the volume of production rises. The other reason is the learning curve effect—the idea that accumulating experience makes possible substantial cumulative improvement in the efficiency of manufacturing processes in the early years of a new technology. Naturally, the rate of this improvement generally declines with time.
The price of successful consumer electronic technologies almost always drops sharply over time, spurring adoption by the mass public. Dozens of products have followed this pattern, including radios, black and white TVs, color TVs, VCRs, CD players and DVD players, as illustrated in Table 1.1. More recently, HDTVs and DVRs were introduced at high prices which were reduced sharply within a few years.

It is revealing to translate these actual price figures into a common element that spans time. Table 1.2 expresses the prices in terms of weekly household income—that is, for an average U.S. household, how many weeks of income were required to purchase the technology? (Data are not available for income prior to 1929.) Notice the similarity of costs to households in terms of weekly household income when radio, black and white TV, and color TV were entering half of U.S. households: 1.8 or 1.9 weeks of household income. Also, notice the very high cost of early black and white TVs, color TVs, and VCRs: approximately 6 weeks of household income. More recent technologies such as CD and DVD players were introduced at lower costs in terms of household income (1.8 and 0.8 weeks of household income, respectively) and declined to much lower costs (0.2 and 0.1 weeks of household income, respectively) at the point when they entered half of U.S. households.
Manufacturers of more recent technologies face greater pressure to introduce them at a lower price and then to drive the price down rapidly. This development is partly a consequence of the greater number of electronic products in the marketplace compared to the 1920s or 1950s, together with greater competition for the information and entertainment dollars of the household budget. CD and DVD players offered simple enhancements to competitive predecessors (audiocassettes and VCRs), which had been in the marketplace for some time
Page 23 → and had already reduced their prices, thereby putting considerable price pressure on manufacturers of CD and DVD players.
Rapid decreases in the price of recent new media technologies also occur because of advances in the design and manufacturing of chip sets, which lie at the heart of these new technologies. Chips are more reliable than the tubes and transistors that were at the heart of earlier generations of radios and TV sets and in high volume are, on average, much cheaper to manufacture. Further, chip sets can be redesigned multiple times after a product is introduced, reducing their cost, size, weight, and heat emission and thereby enabling the product’s cost to be brought down more rapidly than was possible with earlier electronic products.
The same pattern has occurred with many telecommunication devices—for example, fax machines, which declined in price dramatically between the early 1980s and late 1990s. During the 1980s and early 1990s, fax machines were
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Page 24 → predominantly a technology for business. They began to enter some homes in the 1990s, although they still served mainly business. Early fax machines had to overcome not only a price barrier but also slow transmission speeds and the lack of a single standard, which meant that a given fax machine could communicate only with another fax machine that employed the same standard. Only after a single standard (the Group 3 standard) was adopted in 1983 did fax machines become interoperable. This development also helped to lower their costs through greater economies of scale in manufacturing and made them much more useful to businesses and consumers. By the 1990s, it was cheaper in most cases to send a fax than to send a single-page letter through the postal service. Fax machines became so widely accepted that most businesspeople put their fax numbers on their business cards.3
Personal computers (PCs) have followed a different price trajectory. Rather than reduce their price, the industry for a long time increased their capabilities each year. This approach was an appropriate response to the early market for PCs, represented by office workers and working professionals who used
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Page 25 → Fax Machines Versus E-Mail
For the transmission of text, fax machines more than held their own against emerging e mail service for much longer than many experts expected. Faxes remained popular despite the fact that use of e-mail is far more efficient than use of fax machines for this purpose; many more bits must be transmitted when alphanumeric characters are treated as images than when they are treated as symbols. Indeed, some champions of the digital age complained that the miserable analog fax machine was holding back progress: in the words of one member of the digerati, “The fax machine was a serious blemish on the information landscape, a step backward, whose ramifications will be felt for a long time.”1
Why did fax machines remain resilient for so long? While the time society needed to adjust to the absence of personal signatures may have been one factor, two others were almost certainly much more important: (1) the incompatibility of many e-mail systems which could not be interconnected at the time (which was not fully overcome until the Internet came into widespread use) and (2) the simplistic meaning given to efficiency. It was a serious mistake to see this situation solely in engineering terms. From the standpoint of most users, it was more significant that, in sharp contrast to the e-mail systems of those days, fax machines were extremely easy to use—a temporary office worker could learn to use a previously unfamiliar fax machine in only a few minutes, if that; and even a boss could do so relatively quickly. (Many of today’s office fax machines make much greater use of “intelligence” than did their predecessors, meaning that it now takes much longer to learn to use them. So, in the end, the digerati have had their revenge!) Both interconnection and ease of use have arisen time and again as crucial factors in the ­success—or lack thereof—of new media services.
1Nicholas Negroponte, Being Digital (New York: Alfred Knopf, 1995), 186.


them at home. Consumers received the benefits of technological advances and ­economies of scale in the form of improved performance rather than as a decline in price. In the early and mid-1980s, some companies (for example, Acorn in the United Kingdom and Atari and Commodore in the United States) offered low-end computers to try to reach households but they met with limited success. In late 1997, personal computers had not yet entered half of U.S. households, and some research indicated that the penetration of PCs into households was hitting a wall of resistance.4 This barrier appeared to be related to price. Responding to this perception, the industry began to offer low-end computers at lower prices for mass market adoption in homes and schools. As a result, the average price dipped below $1,000, a new group of users adopted personal
Page 26 → computers, and the PC surpassed the 50 percent penetration mark in homes. The lower price also helped to bring many more computers into schools.
Media ServicesThe price of media services often drops over time, but the pattern is not as strong as in the case of media products. Telephone service provides a good example. The adoption of telephone service in households was linked to reductions in the cost of both basic service and long distance calls. In 1896, the fee for basic telephone service in New York City was $20 per month; in 1902, the cost of a three-minute call between New York and Chicago was more than $5—a week’s wages for some households.5 In 2005, the cost of basic telephone service in New York was approximately the same—$20—and the cost of a three-minute call between New York and Chicago had dropped to 30 cents under a typical calling plan (see figure 1.2).
Table 1.3 provides examples of some media services where the price dropped over time and others where it did not. The key variable distinguishing between the two groups is content. Where there is no content or the service provider does not have to pay for content (as when users create it), the cost of the service has fallen. When the service provides and pays for content, the costs of talent
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Page 27 → and production increase over time. Further, competition and demands from end users often require that the supplier expand service offerings, which leads to greater costs. For example, while the price of cable TV increased over time, so did the number of channels offered. Many other factors, such as regulations, can intervene and affect the price of a service.
A new technology or service must attract initial users who are able and willing to pay a relatively high price for it to move toward the economies of scale in manufacturing that will reduce the price for the general public. (Most new services have required the manufacture of new technology components.) Who purchases new products and services when they are expensive? The answer varies somewhat by product, but the initial group of consumer purchasers is often wealthy, has an insatiable desire for the product, or loves electronic gadgets and is willing to pay a high price to be one of the first to own “the latest.” In addition to individual consumers, many of the purchasers are businesses or schools that need the product. The adoption of new media technology first by businesses and later by consumers is illustrated in the case of mobile phones (see chapter 10).
The S-CurveThe cumulative purchases of a new technology over time typically take the form of an S-curve—a curve that rises slowly at first, then much faster after reaching some threshold, and finally slows down as a saturation level is approached. The elements required to reach the threshold are not the same for all technologies, and the timetable for reaching the threshold can vary from a few years to many decades. Indeed, the crucial question associated with these S-curves is the time required to move from the launch of a new technology to the threshold point
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where rapid growth begins (from point A to point B in figure 1.3). The many technologies that do not succeed in the marketplace simply fail to gain any acceptance or never reach the point at which rapid growth occurs.
Of course, the ceiling at which the S-curve levels off does not necessarily represent all households. While TV, radio, and telephones reached nearly all U.S. households at their peaks (98, 99, and 95 percent, respectively), cable TV appears to have reached the top of its S-curve with approximately two-thirds of U.S. households (figure 1.4). The penetration of personal computers may fall well short of all households, though computing technology will likely enter all households in the form of appliances that have microprocessors. It is too soon to know where DVRs, MP-3 players, and satellite radio will top out.
Many successful products and services are characterized by curves showing their adoption rates—e.g., annual adoption—that take the familiar bell-shaped form suggested by figure 1.1. However, curves showing the annual adoption rates of others—in particular, those discussed later in this volume that are failures or fads or that have cyclical patterns of adoption—may be very different, even though the curves showing their diffusion (i.e., cumulative adoption) will typically be broadly S-shaped.
Start-Up IssuesWhat is involved in getting to critical mass—that is, the takeoff point on the S-curve? Here a distinction must be made between interactive technologies
Page 29 → The Network Effect and the Chicken-and-Egg Problem
The network effect refers to the fact that the more people who are on a network, the more valuable the network is to all of them, for the simple reason that there is then a greater number of others with whom any of them can communicate. An associated and important start-up problem is whether a rational incentive to connect to a network exists when it first becomes available. In part, the answer is that decisions to join may not be independent decisions by the individual users concerned: in the early days of e-mail, much of the use occurred on relatively small intraorganizational networks that were set up by a single central decision. Another example would be when a family buys a pair of picture telephones because grandparents want to communicate with grandchildren far away.
Networked services generally do not require professionally created content, unlike, for example, broadcast television and DVDs. Those services that need third-party professional content often have a somewhat comparable start-up problem: why should the third parties risk creating content until there are enough owners of the associated technology, but why should people buy the technology until enough content exists?
In the case of VCRs and DVDs, the greater the number of people who have players (operating to the same standard), the more attractive it is for third ­parties to provide content. So even though no telecommunication networks are involved, the value of ownership of a player increases with the total ­number of players in use; the same holds true for fax machines. Economists refer to this, too, as a network effect—more specifically, an indirect network effect.
The stronger the perception that a new service will succeed—by prospective purchasers in the first case, by prospective creators of content in the second—the more likely it is that people will make decisions that will give the service a better chance to succeed. This is a major inducement to hype. Hal R. Varian, Joseph Farrell, and Carl Shapiro note that when two standards competed for the 56 kbps modem market in the United States, each of the producers advertised that it had an 80 percent market share.1 But many other factors also lead to hype (see chapter 2).
1Hal R. Varian, Joseph Farrell, and Carl Shapiro, The Economics of Information Technology: An Introduction (New York: Cambridge University Press, 2004), 39.


(e.g., telephones, email, and text messaging) that link people together and technologies that are used by people individually (e.g., an iPod or a satellite radio). In the case of products that stand alone, critical mass can be achieved when enough users talk about a product in a positive way, people see others
Page 30 → using it in many settings, newspapers and TV proclaim it to be a hit, and so on, with the result that many nonusers want to acquire it. In the case of communication technologies that link people together, the core value of the product is associated with how many people are already using it. For example, a telephone has less value when only a small number of people have it as compared with when millions have it. This is called the network effect.
Some innovations achieve critical mass more easily than others. We consider three cases: when the innovation is an enhancement of an existing service, when it can piggyback on replacement cycles, and a third category which we call “charmed lives.”
How New Is New?A difference exists between enhancing existing technologies and developing entirely new services. Introducing qualitative enhancements to existing technologies often provides a good path for the development of new media technologies. Consumers have responded positively to enhancements such as adding color to black and white television, higher fidelity for recordings, stereo sound for television, touch-tone telephones for rotary dial telephones, and broadband Internet access as a replacement for dial-up service. From a supply-side perspective, consumers were adopting new technologies and services. From a demand-side perspective, they were simply upgrading to a better version of a familiar and desirable technology or service.
Sometimes the introduction of new services does not mean that users need to acquire new technology. This was the case with telephone-based voice services (sometimes called audiotex), used, for example, to check a bank balance through an automated voice system, and more recently with streaming audio and video on the Web. Often, however, new services as well as enhancements require new user technology. Table 1.4 illustrates four different possibilities.
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Page 31 → The combination of new services with new user technologies is the most problematic of the four cells in the table. High cost and uncertainty occur when, as is often the case, new content must be created (for example, for early online services and interactive television) or even when existing content must be bought from outside sources or distributed in new ways, as in the case of prerecorded videocassette movies, which, while successful, required several years to achieve significant usage.
Then there are the uncertainties surrounding whether the new technology will work well enough and whether consumers will pay for it. There are also issues associated with the necessity of consumers changing how they use media. For example, a person watching HDTV uses the content in the same way as someone watching standard-definition television even though there is a qualitative difference in their experiences. However, a teenager acquiring a video game console for the first time in 1985 or an adult using the Web for the first time in 2000 needed to learn and employ new behaviors. These changes were all the more significant because they required that users alter existing media habits. Such change often requires time. Indeed, both the growth in hours per week spent on the Web and the rise in time spent on video games have spanned a considerable number of years.
Piggybacking on Replacement CyclesSometimes, the adoption of one technology is linked to the purchase of another. For example, while few people in the 1980s bought a TV set or a VCR just to obtain a remote control device or stereo sound, many consumers chose these features as options when they purchased new VCRs or replaced old TV sets. Thus, replacement cycles for existing technologies may provide an important opportunity to introduce new technologies. In U.S. households, color TVs are replaced after an average of eight years, personal computers are replaced after two years, and mobile phones last a little more than one year before owners seek new models (or replace lost or broken ones). In the case of both mobile phones and PCs, the replacement cycle has shortened considerably over just the past few years to the levels shown in table 1.5. This more rapid rate of replacement has provided an opportunity for providers of new hardware and services to introduce their technologies more quickly. This is a conservative model of adoption in which new technologies piggyback on replacement cycles. It provides one way in which Rogers’s Late Majority and Laggards acquire new electronic technologies.
In the mid-1970s, a variation of this process was associated with a cultural quirk in the United Kingdom in the years following the launch of teletext there (see chapter 7). At the time, the majority of consumers still rented their TV sets
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from local stores. Upgrading the sets occurred relatively frequently since it required little if any effort or outlay by users. This provided a highly favorable context for the rapid diffusion of teletext in the U.K. market.
New models of an existing technology are purchased for at least four reasons: to replace an existing model that no longer works; to obtain an additional unit of the technology; to upgrade an existing model that works but does not have a desired feature or is of lower quality than the upgrade model; or as a by-product of another purchase. Upgrade purchases have been very important to products for which the pace of technological change has been rapid. For example, in the late 1980s, very few personal computers had modems, the technology necessary to link the computer to the telephone network, primarily for use of online services. While people who wanted to go online could purchase stand-alone modems that connected computers to telephone jacks, relatively few did so. In the late 1980s, the industry began building modems into most computers. Then, with people’s purchases of new or replacement computers, the number of computer-owning households that had modems grew from less than 10 percent of the total in 1988 to more than 60 percent in early 1997. This was one of the vital elements that made it possible for people to use the Web. The building of modems into nearly all computers by 1995 helped this key peripheral device to cycle through the population of PC owners. CD drives and DVD drives were later introduced into households in the same way.
Charmed LivesOn some occasions, a new service or technology seems to have come from nowhere and to have enjoyed an effortless ride to spectacular success, to the amazement even of those introducing it—and of independent analysts. The original Sony Walkman was one such product. Mobile phones have provided
Page 33 → the platform for more recent examples: mobile phones incorporating still cameras, text messaging (SMS), and applications (Apps) such as maps or games. Far from being user-friendly, the user interface of early mobile phones for creating text was positively user-hostile, and before SMS took hold, it seemed bizarre to believe that people would find uses for it that would justify the effort involved. But they certainly did—billions of text messages are sent each month. It would be a serious mistake to regard these surprise successes as no more than lucky flukes. The phenomenon has important implications for large corporations that introduce new products or services as well as for makers of public policy (see chapter 3).
There is a variation of “charmed lives” in the dynamic relationship between a dazzling but initially disappointing new service and a humdrum but commercially successful counterpart—for example, the Prestel videotex service (dazzler that disappointed) and teletext (humdrum success) in the United Kingdom (see chapter 7). Does the publicity surrounding the dazzler help promote its lesser counterpart? Very probably. Does the Cinderella service spoil the market for the dazzler? Over the years we have certainly come across bitter remarks to this effect from marketing executives who were failing to make sufficient progress with one of the former. Does the Cinderella service help prepare the market for the successful entry of the more powerful version at a later time? Possibly, but it is unlikely that the technology of the more powerful version will stand still in the interim.
Rate of AdoptionAlthough it is common knowledge that, over recent decades, the pace at which consumers take up new technologies has been accelerating, it is worth quantifying the phenomenon by examining how many years it took different media to reach the point at which the median household decided that they were ­affordable—that is, to reach levels of penetration of 50 percent of U.S. households. Newspapers were introduced in the precolonial America, and more than 100 years passed before half of U.S. households read them regularly—in the 1890s. The slow growth resulted from high costs of production and distribution as well as low literacy rates among the American population. Telephones were introduced in the late 1870s and did not enter half of U.S. households until 1946. High early costs of telephone service (figure 1.2) were a major factor in the slow adoption.
Radio achieved a 50 percent penetration of U.S. homes in 1929, nine years after becoming widely available. Black and white TV achieved a 50 percent penetration in 1955, eight years after it became readily available to the public.6 Color television reached this level of penetration in 1972 after seventeen years. VCRs
Page 34 → achieved a 50 percent penetration at the end of 1987, and CD players did so at the end of 1993, each ten years after becoming widely available. DVD players grew at a rate faster than any other new media technology, entering half of U.S. households in 2003, just six years after entering the marketplace (table 1.6).
Why did the market penetration of DVDs increase so rapidly? From a pricing perspective, manufacturers introduced the technology at a lower price point, in terms of weekly household income, than many other technologies and were able to bring the price down very rapidly. DVDs also entered a marketplace where VCRs had already established a strong demand for movie rentals and sales. They offered better quality than videocassettes but could not record. Why didn’t this limitation reduce interest in them? At the time when DVDs were introduced, most households did not use the recording function of VCRs (only one in five households with VCRs did any recording), so the lack of a recording feature was not a major obstacle. Further, the movie studios saw DVDs as a major source of income (they quickly surpassed movie theaters) and released thousands of movies on DVDs in just a few years. From a consumer perspective, in addition to providing better picture quality, DVDs took up less space than videocassettes; lasted longer (at least in theory; in practice, durability depends on how people handle and store them); had extra features, such as outtakes; quickly became affordable; and soon had a large inventory of movies. All of these factors came together to make U.S. homes quickly adopt DVDs.
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Page 35 → In entering the market at high prices that drop over time, DVD players and DVRs have followed the same pattern as earlier technologies. However, a compression factor appears to be developing in which the introductory price is not as high relative to earlier technologies and the price drops more rapidly and to a lower level than with earlier technologies. This trend appears to hold for recently introduced new media technologies more generally, though some exceptions, such as HDTV, exist.
False StartsSome successful new services or technologies suffered from false starts or languished for a long time on the initial, low-growth part of the S-curve. For example, television was launched as a commercial service in the late 1930s, but the high price of TV sets ($600) and the disruption caused by World War II led to a suspension of most service. The technology was reintroduced after the war and grew rapidly. Similarly, two home video recording technologies were launched and then withdrawn in the early 1970s (CBS’s EVR system and Avco’s Cartrivision system) before the modern VCR finally took hold in the mid-1970s. Fax technology wins the prize for false starts. It was invented in the 1840s and tested in the 1860s, with no significant adoption; reintroduced unsuccessfully in the 1930s and the 1950s; then achieved widespread adoption in the business market during the 1980s; and finally entered a moderate numbers of households in the 1990s.7
The Advantages and Pitfalls of Being FirstThere has been a long-running debate about the advantages and disadvantages associated with early entry into the media marketplace. Brian Arthur makes the case for early entry.8 He starts by noting that economists generally view competition in terms of equilibrium. For example, a hydroelectric power company that gains an advantage in the marketplace will eventually run out of good locations to build new plants, thereby providing an opportunity for power companies using other sources of energy to compete effectively and thus restore equilibrium. He then argues that this classic economic model does not adequately explain what happens with new media technologies. Here, small competitive advantages gained early often escalate over time and lead to market dominance. Arthur describes this process in terms of positive feedback, citing many examples. From this perspective, a technology with a small marketplace advantage may benefit from positive market feedback that strengthens the advantage and generates more positive feedback, with the process continuing until market leadership is established. For example, when VHS and Beta formats were competing
Page 36 → for the videocassette market, VHS had a longer recording capability and developed better marketing agreements with electronics manufacturers and movie distributors. These advantages, in turn, attracted more retailers to market VHS. With this positive feedback, VHS’s small advantage grew larger and larger over time, and Beta was essentially eliminated from the consumer marketplace even though many observers argued that it was technically superior.
A technology’s small early advantage over its competition may arise from chance, a favorable geographic location, or a seemingly inconsequential event, such as favorable coverage in a magazine story. The importance of lucky breaks has been overlooked by many who have studied the adoption of media, in part, quite possibly, because the involvement of luck suggests that the process of adoption cannot be fully analyzed in advance and that the growth rate for a new service cannot be forecast. However, there are many examples of chance playing a crucial role in the adoption process, from the mom-and-pop videocassette rental shops that emerged spontaneously during the development of the VCR marketplace to the development of cybercafés that brought Internet service to millions of people worldwide who might not otherwise have experienced it.
Arthur’s model of positive economic feedback can be used to support the case for early market entry as a means of generating positive feedback. Indeed, many instances of early market entry have escalated into market dominance. AM radio preceded FM into the marketplace and dominated radio for fifty years; HBO was the first to develop a national pay-cable service and quickly dominated the market; and the three broadcast networks that entered television in the late 1940s achieved a lock on the market that was not challenged for 30 years.
However, for each example of early entry that led to marketplace dominance, there is an example of early entry that led to failure or weak market performance. Among other examples, a 45-RPM automobile record player developed in the 1950s (the “Highway HiFi”) failed to achieve any significant market; two-way video trials and services in the 1970s for business meetings and medical applications were largely unsuccessful; and a broadcast pay-TV service developed by Zenith in the 1950s failed. Yet each of these cases was followed by technologies and services for somewhat similar purposes that succeeded. There are many reasons why early market entrants fail. In some cases, the technology simply does not work properly: for example, the 45-RPM automobile record player skipped whenever the car hit a bump. In other cases, the costs associated with marketing and launching a service overwhelm an early entrant: several groups that planned to launch direct broadcast satellite services in the early 1980s abandoned their plans as they faced the huge costs associated with launching the services. In still other cases, an inhospitable regulatory climate can cripple an early entrant, or consumers’ lack of skill in using the new technology can lead to failure. Those who enter a market later may find
Page 37 → that their technology works better, costs are lower, consumers have improved their skills in using the technology, the regulatory climate is more hospitable, and so on.
A historical review of new media technologies suggests that early entry is an advantage in some cases and a disadvantage in others. It is an advantage when all the pieces are in place (or soon will be) to launch the technology successfully. It is a disadvantage when the technology suffers from one or more serious weaknesses. XM Satellite Radio is an example of the former, a new service that grew rapidly even though it was missing a number of vital pieces during its prelaunch planning phase. For example, satellite radio sets did not exist, and the company had no agreements with automobile manufacturers to place receivers in cars. However, the company put these pieces into place before or shortly after the actual launch of the service (see chapter 9).
How Applications Can Change over TimeAnother example of the valuable concepts that Rogers introduced is reinvention, which he defined as “the degree to which an innovation is changed or modified by a user in the process of its adoption and implementation.”9 Reinvention occurs far more frequently than is generally acknowledged. Mobile phones are a good example. When first introduced, they were intended for dispatching police and emergency calls. Later, usage evolved into general business calls and then to social chitchat by consumers. In the case of new media, modifications to an innovation can be introduced by the industry concerned as well as by users. In this sense, we would expand the definition of reinvention to include industry modification. The various combinations include new purposes (maybe associated with new types of user) but unchanged technology, new technology but unchanged purposes, and new purposes together with new technology. This definition can cause confusion: since the associated changes may be gradual rather than abrupt, it is not always clear whether and when a new product or service should be regarded as having become a different entity. For example, is a new model of a personal computer with an upgraded central processor a new product? In some cases, the upgrades are minor; in other cases, the new CPU adds significant capacity, such as the ability to use the PC for watching and editing video or playing fast-action games.
In addition to the time-based distinctions that Rogers introduced between adopters (Innovators and so on), another type of time-based difference is associated with reinvention. There is a broad generalization that applies to many new technologies: the early uses as well as the early users for a new product or service often differ substantially from the later uses and later users. This difference may be explained with a staircase analogy.
Page 38 → A Staircase AnalogyFor a technology to be adopted, several steps must be climbed. The first step represents one group of users and uses, but the group or mix of groups at the second and third steps may change. It follows that there must be a first step if a technology is to reach the second step. Ideally, those who are introducing a technology will anticipate the mix of users and uses at each step. Since doing so is very difficult, however, they must be prepared to shift strategies as they climb each new step. VCRs illustrate this process. When VCRs were first introduced in the United States, they were quite expensive—approximately $1,200. Early users included businesses and schools that had been using 3/4 inch U-Matic recorders, costing $2,000 or more, for training and education. For them, a $1,200 VCR was a cheaper alternative. The early adopters also included some high-income households, especially those with an interest in the latest electronic gadgets. Household usage included time-shift viewing of television programs and a considerable amount of pornography; a majority of videocassettes sold and rented in the late 1970s featured pornography.10 Pornography or risqué content also played a part in the early adoption of books, films, 900 pay-telephone services (often called premium telephone services outside the United States), and various other media.11
Businesses, schools, people who were willing to pay a high price for time-shift viewing of programs, and those who wanted to see pornography comprised the first step of users and uses. They made it possible for a second step of adoption to occur, at a lower price and with a different mix of users (more middle-income households) and uses (more videocassette rentals of Hollywood movies and later sales). This example suggests that some services might appeal to a mass market at the second or third step in the adoption process but never have the opportunity to test the mass market because no group is prepared to pay the higher price at the first step or because of some other early barrier. Teletext in the United States is an example. When tested in a number of markets during the early and mid-1980s, teletext generated positive consumer reactions, but few were willing to spend more than $150 for a teletext decoder attached to or built into a TV set. However, service providers and television set manufacturers were not able to agree on a standard, and the Federal Communications Commission (FCC) declined to set one. In the absence of a single standard, early teletext receivers cost approximately $700. At that price, there was no user group or application that could be used to climb the first step in the adoption process and bring the price down for a mass market.
In the case of VCRs, some important unanticipated events also occurred. One was the emergence of local shops set up by individuals who purchased copies of videocassette movies and then rented them to the public. (Blockbuster
Page 39 → and other large chains later replaced many of these small shops.) The major movie distributors tried to prevent these mom-and-pop rental shops from doing business independently, suing to stop them but losing in court under the “first sale doctrine,” which held that a store could buy a copy of a movie on videocassette and rent it to consumers. Ironically, this defeat led to tens of billions of dollars in revenue for those major distributors.
These shops were critical for the second and third steps of VCR adoption to occur, suggesting that the growth of a technology is often a fragile, changing process. Early use can differ from later use, and the elements that are critical to success at various steps along the way can come from unplanned and unanticipated sources.
Killer Applications or a Confluence of Factors?The staircase analogy does not preclude the possibility that a “killer application” can get a new media technology beyond the first and second steps to mass market acceptance. But how often does it happen? Those who develop and market new media technologies often herald killer applications and magic bullets that will lead to a decisive home run for a new technology or service. Indeed, some very popular applications helped technologies to gain quick acceptance in millions of American homes. For example, a few very popular radio programs drove the sale of radio sets, and a few early video games drove the adoption of video game consoles. Within the business community, spreadsheet programs played a similar role in the early days of personal computers.
More commonly, however, a confluence of several factors is required for a new media technology to take off and gain widespread acceptance. This confluence may take only a few years, but a technology sometimes has rested on the first step for decades. DVDs and black and white TV (when reintroduced after World War II) provide examples of the former—they grew very rapidly after their introduction. Cable television and FM radio provide examples of the latter—they were in the marketplace for many years before they experienced a period of rapid growth.
Cable television was introduced in Oregon and Pennsylvania during 1948. From 1948 to 1972, cable television grew from no penetration of U.S. households to 10 percent penetration.12 In other words, it required more than 20 years to achieve a 10 percent penetration level. From 1972 to 2005, cable grew from 10 percent penetration to more than 65 percent penetration (figure 1.4). Why did penetration jump so rapidly in the 1970s and 1980s? The cause was not a single factor or killer application.
In the 1950s and 1960s, cable TV represented a way to improve reception of over-the-air broadcast signals in communities that could not otherwise
Page 40 → watch television or could not get a good signal. Generally, these were small rural towns and some suburban areas 50 or more miles from a broadcast transmitter. Cable offered very few extra channels or services, so it had little appeal in areas where the over-the-air reception was good. Indeed, one of the most common cable-originated channels during this early period was a channel that showed a clock 24 hours a day. While practical, such “programming” was not likely to attract new subscribers. In the 1970s, a confluence of several new elements acted as a starter motor for a powerful growth engine to kick in. For the first time, it appeared that cable could be profitable in large cities; at the same time, the FCC lifted a freeze on franchise awards in major markets. As a result, major media companies competed fiercely to win franchises in Boston, Cincinnati, Pittsburgh, Dallas, San Diego, and elsewhere and built large cable systems where none existed previously. In addition, satellite transmission made national cable program distribution easier and less costly, which gave rise to the launch of many basic channels, such as superstation WTBS, and significantly improved the distribution of the pay-movie channel HBO, which had previously mailed tapes of movies to cable outlets, a process called bicycling. Then, in the late 1970s, several popular new channels with specialized programming—for example, Nickelodeon and MTV—were developed as a result of a flurry of experimentation with program formats triggered by interest in interactive cable services.13 This confluence of elements provided a powerful engine for growth.
Similarly, FM radio experienced slow growth for many years before a period of rapid expansion kicked in. It was introduced in the 1930s and widely available to the public in the 1940s. For 30 years, audience share grew very slowly, but in the 1970s, a dramatic growth in audience share began. Between 1973 and 1985, FM’s share of the radio audience climbed from 28 percent to 72 percent. In other words, the FM/AM share of audience changed from approximately 30/70 to 70/30. Why did such a dramatic change occur over this period? The answer appears to be related not to any single element but (in the United States at least) to a confluence of elements that triggered a growth spurt.
A variety of barriers and potholes along the way had created problems in the start-up of FM broadcasting. In 1945, the FCC changed its spectrum allocation for FM, with the result that FM radios purchased before that date were useless and the industry essentially had to start the adoption process over again. During the 1940s and 1950s, most FM stations were co-owned by an AM station operator, which carried the same programming on both stations. In addition, FM receivers were expensive, and there were decidedly fewer FM stations than AM stations. In 1960, for example, there were four AM stations for every FM station. With relatively few stations on the air, little original programming, and expensive receivers, consumers were reluctant to adopt FM even though it was
Page 41 → technically superior to AM. Nonetheless, FM gained a foothold thanks largely to classical music devotees who valued its superior sound quality.
Beginning in the late 1950s, a series of events helped FM gain strength in the marketplace. In 1958, AM frequency allocation reached a saturation level in major markets, thereby encouraging new groups that wanted to launch stations to apply for FM licenses in those markets. In 1961, FM stereo was launched, and in 1965 the FCC ruled that co-owners of AM and FM stations in the same market could not transmit the same content on both of them. Stereo provided a qualitative enhancement to FM, while the requirement to offer original programming led many FM stations to explore new formats. In addition, the price of FM receivers declined, and many manufacturers began to offer combined AM/FM receivers for both homes and cars. Many households then moved to acquire FM receivers. By 1970, the ratio of AM/FM stations was 3/2, and 74 percent of households had FM receivers. This confluence of elements placed FM in a strong position to challenge AM.
Disruptive TechnologiesA dramatic example of the dynamics of changing uses and users is provided by what Clayton Christensen has termed a disruptive technology.14 Sometimes a technology is introduced at substantially lower levels of price and performance than technologies already available in the market and creates a new market for itself among those who are particularly price conscious. Because of its low performance, it initially poses no threat to suppliers already in the market. However, with the positive feedback resulting from direct or indirect network effects, together with economies of scale, significant improvements in performance are progressively implemented without commensurate increases in price (as with personal computers). As it improves, the new technology attracts new types of users. At some point, it invades and takes an existing market away from its incumbents. Calculators were a disruptive technology for the makers of slide rules; other disruptive technologies have included low-cost photocopiers, ink-jet printers, and, in the corporate computing market, personal computers.
Natural Selection—When a Better Format Comes AlongRecorded music illustrates how adoption of new media can take place when a new format is introduced. Long-playing records (LPs) were the format of choice for a few decades. They were replaced by audiocassettes, which were replaced by CDs, which are being replaced by digital downloads. Figure 1.5 shows the transitions from one format to another.
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CDs were challenged by the MP-3 format in the early 2000s. However, attempted transitions to a new format do not always succeed. In the 1960s, prerecorded music on reel-to-reel tape was technically superior to LPs but it was difficult to use (the tape could spill onto the floor if not handled carefully) and achieved little acceptance in the home market. Eight-track cartridges were introduced in the mid-1960s as a more user-friendly tape format. They were offered first for cars and later for homes. Eight-track cartridges competed for market share with LPs. They achieved modest success by the mid-1970s, but at that point, audiocassettes were growing in popularity, and they replaced both LPs and eight-track.
For a new format to be adopted, end users must perceive advantages (more capacity, better quality, valued extra features, and so forth) sufficient to overcome the hurdles of purchasing new hardware and accepting the eventual obsolescence of recordings in the older format. More recently, high-definition DVDs challenged standard-definition DVDs and faced the same obstacles.
Demographic Characteristics and Lifestyle Issues Associated with AdoptionAdoption of new media technologies is associated with age (generally, younger and middle-aged groups are more likely to adopt a new technology), income (those with higher incomes adopt technology sooner), education (those with more education adopt technology more readily), gender (while evidence is mixed and patterns may be changing, a greater proportion of males were early
Page 43 → users of household personal computers, VCRs, and the Web), and in some cases, moving patterns (moving to another location appears to trigger a reevaluation of what technologies or services are desirable). In a large metastudy of computer adoption research, William Dutton and his colleagues have argued convincingly that among all the demographic factors positively associated with adoption, income is the most important.15
One of the barriers to mass adoption of many new media technologies is distribution of income. The distribution of income in the United States has been characterized as a fishbowl, with a small top, small bottom, and large middle section where most of the fish swim. To a large degree, this image is correct and has been supported by the income data collected since the 1920s. The typical middle-income American household has also been characterized as a family unit in the suburbs with the husband working and the wife taking care of the house while raising their children. This latter image was accurate for many households in the 1950s and 1960s. However, as more women entered the workforce in the 1970s, 1980s, and 1990s, some characteristics of the typical American household unit began to change. From the perspective of technology adoption, the most important changes have been increasing wealth at the top of the fishbowl and increasing poverty at the bottom, along with the characteristics of those who compose these groups. At the top, a large group has annual incomes of $100,000 or more. This group of households consists predominantly of married couples in which both spouses work. They are generally middle-aged (35 to 55), are well educated, and have children. This is a very important target group for early adoption of new media technologies. At the bottom, a large group lives in greater poverty than did so a few decades ago. This group cannot afford many of the new technologies until their prices have dropped a long way but may experience these technologies in schools, libraries, the workplace, and other locations outside the home.
Age is another important demographic characteristic that affects adoption. A distinction must be made, however, between age and generation. That is, when one age group has adopted a technology, did they do so because of their age or because they were a new generation? For example, it is reasonable to assume that young people have adopted MP-3 players because people between 15 and 30 like to hear music as they move from one setting to another, just as young people in past decades adopted portable radio, Walkman audiocassettes and portable CD players. However, what about young people’s preference to get news from the Web rather than newspapers? Does this phenomenon relate to their age, or is it a generational shift in which this generation has adopted the Web and will continue to prefer it even as it gets older?
Among the many lifestyle issues that affect adoption of new media are hectic schedules, home offices, mobility, and individualism. Two-income households
Page 44 → with children are prime candidates for early adoption of new media. However, adult members of these households are also characterized by very hectic schedules and a feeling that they are pressed for time.16 The evidence is mixed about how much free time they actually have but it clearly shows that they believe that they have too little. This is particularly true for working women, who have responsibilities for child rearing and household chores on top of work obligations. A key issue for this group is whether a new technology takes up or saves time. Further, does it take time to learn, and can it easily fit into their schedule, or must they change their schedule to use it? Some of the appeal of MP-3 players and the Web is that they are schedule-free; part of the appeal of the DVR is that it frees users from the restrictions of a television schedule.
Households with home offices are also associated with early adoption of many new media. They include people who operate businesses from their homes, telecommuters who work part-time at home and part-time at regular offices, and professionals such as teachers or lawyers who maintain an office at home to complement their regular place of work. The number of home offices has grown sharply from about 20 million in 1990 to more than 50 million by the mid-2000s. Households with home offices have a need for many new media technologies. For example, they were among the first households to have two or more telephone lines, fax machines, Web access, and broadband. This example also highlights some of the limitations of the categories we use to classify types of adopters. A “business” category encompasses many different types of users.
Two social trends, mobility and individualism, are coming together to encourage the adoption of new media. Mobility involves the greater use of cars, more air travel, jobs that are farther from home, and more activities outside the home. Individualism (as the term is coming to be used in the sociodemographic field) is a long-term social trend in which people are participating less in groups. In politics, citizens have been identifying less and less with political parties. In communities, fewer people identify closely with social organizations such as the Lions Club or the Kiwanis. This development carries over to media. In print media, general-interest magazines have declined, and special-interest magazines have increased. In television, ratings for general-interest programs that appear on the major networks have declined, and ratings for special-­interest cable channels have increased. Individualism and mobility have combined to lead many people to consume personalized media anywhere and at any time. This long-term trend began with households acquiring multiple units of technologies such as radio, TV, and the telephone, thereby encouraging personal access to and usage of media. Walkman radios, mobile phones, PDAs, MP-3 players, and laptop computers later strengthened the habit of using personalized and customized media in any setting.
Page 45 → With multiple units of technology in homes and many personalized and portable media, where do people put all this equipment? Part of the answer is that miniaturization of electronics allows more equipment to fit into smaller spaces than were necessary in earlier decades. Perhaps more important is a changing social pattern in using media. More technology has been integrated into the social fabric of everyday life, especially in mobile settings, where many people wear technology such as mobile phones or MP-3 players in a manner similar to clothing (see chapter 10).
Failures, Fads, and CyclicalsSo far, we have been concerned primarily with new technologies that became successes. Inevitably, however, failures are much more numerous than successes, and much of value can be learned from them. Many analysts have noted that new technologies are often created by engineers who have little knowledge about whether there is a demand for these technologies.17 In this sense, new services often result from “technology push” rather than “demand pull.” This practice has been correctly cited as a reason why many technologies fail. While the criticism is correct, it would be facile to leave it at that: many of the most successful communication technologies of the past 125 years—telephones, motion pictures, radio, phonographs, and television—entered the marketplace as technology push, in a context of uncertain demand. Technologies do not falter simply because they represent technology push; they fail because they cannot meet the challenge of finding or creating applications that people want. As one of the pioneers of videotex in the United Kingdom presciently asked, Will we succeed in reaching takeoff speed before we run out of runway?
After a short discussion of failures, we turn to fads and cyclical technologies, which have patterns of adoption that differ from those of either successes or failures.
FailuresA common pattern is associated with the marketing of many unsuccessful products and services—a phantom S-curve. These technologies frequently languish with low consumer acceptance while their advocates proclaim that they are about to take off and project rapid near-term growth based on an S-curve pattern of adoption. Videotex, eight-track audio cartridges, and over-the-air subscription television (STV) are among the technologies that have followed this pattern.
STV was a form of movie channel available by subscription, like HBO, but delivered by means of a scrambled broadcast signal. STV was tried in the
Page 46 → 1950s and 1960s with little success. Again in 1977, a few companies launched STV services and achieved modest penetration of homes. By 1980, more than 600,000 people subscribed to these services; two years later, that number had topped 1.3 million.18 At this time, some media analysts projected that STV was about to take off. However, at the same time, cable TV was entering major markets across the United Service offering technically superior service and multiple channels, not just one. STV soon faded away.
More generally, many lessons can be learned from technologies that failed in the marketplace or lost ground after achieving a significant penetration of households. First, many technologies have failed because the benefit they offered was at best superficial. For example, quadraphonic sound (four-channel sound) was introduced in the 1970s but did not represent a significant advance in technology for the consumer market. Rather, it represented an attempted transfer of existing industrial technology (multitrack recording and playback) that provided a genuine benefit in an industrial setting (control of editing) to a home market in which no benefit could be demonstrated. In addition, very few recordings took advantage of the new system, thus further reducing its appeal to consumers. From a consumer’s point of view, quadraphonic sound offered no advantage over existing stereophonic sound. Though its failure could have been anticipated, proponents ignored its weaknesses and instead tried to market advantages that were ephemeral from a consumer’s perspective. Videophones (see chapter 6) and Smell-O-Vision are illustrative examples of failure. Smell-O-Vision was a 1950s gimmick to try to bring more people into movie theaters in the face of competition from television. The concept was to ­introduce scents into the theater that complemented the scene in the movie—for example, the smell of the sea in a scene on an island. It was short-lived. The problem was not so much introducing the scents but getting them out of the theater before the next scene, which might require an entirely different scent.
In general, companies have ignored failures and the many lessons that can be derived from them. In addition to the fact that an understanding of failures can help technology start-ups avoid making the same mistakes as in the past, it is also possible for a phoenix to arise from the ashes of failure. For example, the failed videotex trials of the 1970s and 1980s offered many clues about how online services could succeed (see chapter 7). Unfortunately, when a technology or service fails, the company that initiated it often lays off the personnel who gained the learning and literally throws out the records showing what happened, including the research. Many years ago, communication researcher Harold Mendelsohn suggested that a good way to identify potentially successful new media services and applications is to look for near misses of the past.19
Page 47 → FadsSome seemingly successful technologies prove to be fads. We are familiar with fads in leisure products such as hula hoops, yo-yos, tamagotchis, and pet rocks. Consumer electronic technologies and services, too, may be fads or have a faddish component. A good example is citizens band (CB) two-way radio, which in the early 1970s had a steady population of approximately 200,000 users. CB became a fad in the mid-1970s, and many consumers bought CB radios for their car or home. The population of users grew to a peak of 10 million in 1976 before declining rapidly and leveling off at approximately 1 million by the early 1980s (see chapter 10). Other media fads have included boom boxes, beepers for teenagers, and minidisc players.
Cyclical AdoptionSome technologies exhibit a cyclical pattern of adoption: strong adoption, followed by decline in usage, followed by periodic returns to popularity. 3-D movies, for example, were popular during the mid-1950s then faded away, experiencing renewed interest in the 1960s and for brief periods in each decade thereafter. 3-D movies are essentially a one-trick pony. They are appealing when an object comes at the audience—an arrow, perhaps, or the hand of a monster—but have little value for most scenes. They found a niche market in exhibitions at amusement parks such as DisneyWorld and for some large-screen IMAX movies. 3-D technology has also been tried a number of times on television with the same results as in movie theaters.
Video game consoles are another cyclical technology that has had much more success than 3-D movies. These consoles and associated software surged in the early 1980s, collapsed in the mid-1980s, and were resurrected in the late 1980s. From the 1990s onward, they have experienced cyclical growth and decline, although the fluctuations have been less extreme than in the 1980s. These peaks and valleys are associated with the introduction of new generations of equipment—8-, 16-, 32-, and 64-bit microprocessors, each of which was replaced by faster processors after a few years.
Cyclical patterns of adoption and decline can sometimes be anticipated, as in the case of console video games. After two phases of the cyclical pattern, it could be anticipated that the pattern would continue. Cyclical phases can sometimes be controlled. For decades, the Walt Disney Company built cyclical phases into the distribution of its children’s movies. The company released a movie into theaters and later showed it a few times on television before withdrawing it, only to reintroduce it several years later when a subsequent generation of children would perceive it as new. When videocassettes and DVDs were
Page 48 → introduced, Disney followed a similar pattern, distributing the movie on videocassette or DVD for a fixed period of time, withdrawing it, and redistributing it several years later.
Some Practical Implications for Those Introducing New MediaHow can an understanding of patterns of adoption be applied to the introduction of a new media technology or service? The first step is to identify which lessons are likely to be relevant. A technical standard is important in some instances but not others. The initial price for a technology may be completely beyond the reach of consumers, meaning that businesses, schools, or government must be the early adopters or that the group introducing it must subsidize the price. An existing technology may be present in most homes, allowing the new technology or service to piggyback on the replacement cycle for the existing technology, or the new service may involve disruptive adoption and change in behavior. A close parallel may exist between a new technology and one that entered the marketplace in the past, so that several lessons apply, or there may be no close match, in which case it is necessary to pick and choose relevant lessons from several earlier technologies.
The Context for AdoptionIt is important to understand the broad social, media, and business contexts in which a technology or service must take hold. What are the likely competitive technologies? (Those investing in satellite telephony did not see cellular telephony as a threat but they miscalculated as cellular services expanded very rapidly throughout the world.) What social trends support adoption or present a barrier to adoption? Which organizations might be appropriate partners in the marketing of a new technology? Many social, economic, and demographic trends are likely to affect the demand for new media services, including the aging of the population, more work at home, and a harried lifestyle of middle-aged, middle-income households. In assessing these and other trends, it is important to ask what content needs may arise because of a change in population demographics or social lifestyle and what are the implications for the technology or service that is under development or in a planning stage. For example, will professionals working at home need new multimedia information services, and will households need more bandwidth coming into the home to receive new services? In addition, what long-term media technology and service needs does an aging population have?
At present, perhaps the most intriguing social trend that can inform the planning of future technologies and services is the combination of mobility
Page 49 → and individualism. These ingrained habits and desires have already had a major impact on society through the widespread adoption of mobile phones, laptop computers, MP-3 players, and portable video game players. What new media technologies and services are likely to follow? Will people carry even more devices around with them, or will new services be built into existing technology as has happened with mobile phones? With individualism have come more personal and customized media and associated values of control, convenience, and links between technology and social identification. How much further will mobile devices go in the direction of being integrated with clothing and becoming fashion statements as well as functional devices? Taken together, they provide a road map for many new media devices that will emerge in the future. At the moment, the map is incomplete, and much more research is needed to fill it in.
General LessonsA review of consumer adoption patterns for new media technologies and services suggests a number of general lessons that may help us to understand how consumers are likely to respond to new electronic technologies and services.
	Service matters more than technology. The technology used in delivering a service is far less important to ordinary consumers than the service itself and how they perceive it. Therefore, it is important to emphasize the services that will be delivered rather than the way they will be delivered. Similarly, consumers may not distinguish services in terms of technological characteristics such as the bandwidth or storage capacity, even though those characteristics are very important to network providers, equipment manufacturers, and the engineers who designed and built the technology. Consumers are certainly able to distinguish a text Web page with sports scores from a video sports segment on a PC or TV. They are more likely to think, however, about advantages such as convenient access, timeliness of information, and fun in watching video clips of games rather than about the bandwidth of the distribution channel or storage requirements for the file.
	Experiencing the new media product or service before adopting it is very important in some cases. This was clearly the case with early DVRs such as TiVo. Many people did not understand what the product did. On hearing a description, they thought it was a glorified VCR. However, experiencing it in a friend’s home turned many into adopters. It can also be argued that this was a problem in the early marketing of HDTV. Most people had never seen it, and television set manufacturers did a poor job of placing it in public locations where many people could see it. Even in electronics stores, many early HDTV sets displayed regular television signals that did not convey the true character-Page 50 → istics of high-definition television. Those who did see true HDTV were impressed. The remaining hurdle was price, which declined over time and led to widespread adoption.

TransparencyDesign transparency is crucial if consumers are to adopt and use new media technologies and services. In the past, the term user friendly was employed to convey the idea that a technology could be used by anyone, with little or no training. However, the term has become a cliché, and many products that claim to be user friendly are anything but easy to use. Transparency may be a better term, indicating that the technology does not get in the way of its use—the equipment and technical aspects of the service are transparent. This is more difficult to achieve than many assume. It requires considerable effort by designers, engineers, and human-factor specialists, followed by extensive testing of the product with consumers and changes in design based on the research findings.
	Complexity has become a greater obstacle over time. One of the hurdles in achieving transparency is the increasing complexity of many new media technologies. Users often cannot figure out how to navigate through complex menus or work remote controls with a seemingly endless array of buttons. Furthermore, most people (especially men) have little tolerance for any form of written instructions. To some degree, these problems may be associated with the rapid dissemination of so many new electronic products. In the past, consumers were confronted with simpler technologies—for instance, tuning a radio or dialing a telephone—and most had years of experience (as children growing up) observing others use the device before being called on to make it work themselves. By contrast, digital television grew rapidly in the first decade of this century and brought into the previously simple world of television video on demand, interactive program guides, menus of services, and hundreds of extra channels. People had to learn how to use these new options within a short time, and the transition was not smooth.
	The skill level of the general public in using technology has improved over time but is not sufficient when technology is poorly designed. What is the skill level of the general public in using technology, and what strategies are available if target adopters lack all the skills needed to use a device? The good news is that the skill levels of an average person are much higher than was the case 20 or 30 years ago. Groups introducing new media services back then encountered many people who did not understand the concept of hitting an “enter”Page 51 → button or pressing buttons to control information on a screen.20 School and work environments have introduced millions of people to computers and helped to develop technology skills that can be applied in the household. In addition, automated teller machines (ATMs) and automated information kiosks at airports or shopping malls have helped in training the mass public to use computer-based technologies. The bad news is that most people still lack advanced degrees in engineering, which some organizations appear to take for granted when designing new media devices and services. The first generation of DVD recorders is a good example—poor design made them very difficult to use.
	Good design takes time. Often there is a tradeoff between the time and effort put into the design phase for new media and transparency to a user. Companies pay one way or the other. Putting in the necessary effort to achieve transparency has a cost in personnel and time. Taking shortcuts in the design process can lead to more calls to customer service later as well as disgruntled customers.

Targeting Early AdoptersWho are the candidate early adopter for a new media technology or service?
	Technophiles, households with home offices, and households with two working spouses are strong candidates to be early adopters. A review of adoption trends for earlier technologies suggests that three important groups of consumer early adopters exist. The first is technophiles, who feel compelled to have the latest electronic gadgets and hot-rod delivery systems. Traditionally, most members of this group have been male and middle-aged and have had high incomes. More recently, many younger people, both males and females, have joined the ranks of early adopters for technologies such as next-generation mobile phones. A second group consists of households with home offices and a need for many of the new technologies. Third, households with two working spouses and children often have the financial resources and need to acquire many new media services. Many parents believe that their ­investment in some information technology, especially computers, and some services, such as broadband access to the Web, will help prepare their children to do better at school and to find better jobs in the future. Children also have shown a strong interest in computers, mobile phones, and the Web, although this interest may result as much from entertainment considerations and a desire to stay in touch with friends as from an interest in education.
	Page 52 → Businesses and education groups are target early adopters. Business and education are important target groups that may lead to consumer adoption of new media services. In the past, many technologies first entered businesses and schools, creating habits and appetites that people eventually brought home. The telephone and mobile phones, for example, were predominantly business services at first and then entered households of businesspeople who wanted the same services at home. Similarly, many people developed an appetite for personal computers and the Web in business or education settings and then brought those technologies home.
	Plan ahead for second and third waves of adopters. In targeting early adopters, it is important to plan ahead for the second and third wave of adopters and not to assume that later adopters will be just like the first group in terms of demographic characteristics or uses of the product. For example, later adopters of DVRs were not as fanatical about this technology as the first wave of adopters; the second wave of cable television adopters (who lived in cities and wanted more choice and better reception) were very different from the first wave (who lived in rural areas and were happy to have any access to TV signals).
	Be flexible. Since it is hard to plan far ahead, it is important to be flexible in product development, content creation, and marketing so you can adapt to the changing environment. An early example of poor planning and holding onto an early adopter group as the model for those to follow was the phonograph. Thomas Edison invented it as a device that could both record and play back. The early adopters were businesspeople who used it for taking dictation and for later playback to secretaries, who would type up the contents. When Edison began to offer the phonograph to the general public, he believed that the recording feature was very important and had available relatively little prerecorded content such as songs. A rival, the Victor Talking Machine Company, emerged with a playback-only phonograph and extensive prerecorded songs. Stuck in his concept of business use for the phonograph based on the early adopters, Edison lost the battle.21 A similar case can be made about IBM and the PC. IBM dominated the market when the PC was a tool for businesses and used for spreadsheets and word processing. However, the company lacked the vision to foresee the landscape of applications after the PC became a consumer staple and was used widely for entertainment.

Motivations and DesiresWhy do consumers adopt new technologies and services? What are their motives and desires?
Page 53 → 	Strong need is a motivator. One important motivation to adopt new technology and services is a strong need: a consumer has an existing unmet need in his or her life; a new service meets the need at an acceptable cost; the consumer adopts it. There are many examples of the adoption of new technology based on need: even in the 1980s, when home satellite dishes cost between $2,000 and $3,000, they were adopted by 20–25 percent of households in western states such as Montana and Idaho, where there were few local broadcast signals or cable systems. These people had a strong need.
	Latent needs can sometimes be identified. In the absence of a strong need, those marketing a new service can sometimes identify a latent need—that is, one that consumers do not recognize until it is explained through marketing or demonstrations or until they see friends using it. For example, ample evidence from the first decade of mobile phone use showed that millions of people, not just business executives and emergency workers, had a latent need to make and receive phone calls in many locations where no landline service was available (see chapter 10). Further, many new media, including the DVR, have created a demand by providing a very appealing service that consumers want after experiencing it.
	Insatiable appetites drive behavior. Another motivator is an insatiable appetite for some content or service. Many people cannot get enough of some content, such as movies, soap operas, or sports. Consumers with insatiable appetites often add the new technology or service to the old rather than substitute the new for the old. Many sports fans were early adopters of sports video over the Web. They did not stop watching sports on television but added new sports content, such as games not carried on their local cable system, to their viewing habits.
	Inconvenience and pain are motivators. Inconvenience is a notable motivation for adoption and change. Many models of change are based on positive motivations, but painful experience with an existing service can provide an incentive to adopt a new one. In planning advanced media services, it is useful to ask where consumers are experiencing inconvenience or bad service that might be relieved by a high-capacity communication networks and new communication devices. Painful experience can lead to an erosion or churn in an existing service and an opportunity for a new service. For example, the inconvenience of going to video rental shops with limited inventories led many people to adopt video rentals delivered by mail, at a kiosk, or over the Web.
	Supplier pressure can lead to adoption and change but can also backfire. Suppliers of services may have sufficient control over markets to force consumers to change behavior. For example, a bank that dominates a market might inPage 54 → crease the price of all services provided by tellers and thereby motivate consumers to make greater use of ATMs. Software suppliers that dominate a market have also been able to force change. However, in a competitive media environment, it is not clear if such a strategy would work. For example, a cable operator could require customers to adopt a new service, but they might switch to a satellite or a telephone supplier of video services.
	Motivations and desires can change over time. As a service is adopted more widely, the mix of users and their wants can change. For example, the wants of Internet users changed when it became a mass market service. While the early users of the Internet included mostly well-educated information seekers, it then became a mass market service with users from mixed education backgrounds, members of younger and older age groups, and people looking for entertainment as well as information.

ContentWho controls content creation for a new technology?
	Entrepreneurs or existing players can lead in content creation. Sometimes a new group of entrepreneurs leads content development, as with early personal computer software, much of the early content on the Web, and much video content when broadband was introduced. In other instances, existing players control content for the new technology, as in the cases of CDs, DVDs, and high-definition DVDs, which were produced by the same industry that created record albums, audiocassettes, movies, and television.
	Different groups bring different strengths and weaknesses. Entrepreneurs are more likely to bring creativity to the process and to generate new ideas; existing players are more likely to bring financial resources, organizational relationships, and marketing skills to help ensure that the technology gets a reasonable opportunity in the marketplace. Each group has strengths and weaknesses that are likely to affect the adoption process. In addition, amateurs and entrepreneurs can get the process started, only to be replaced or bought out by larger organizations.
	User-generated content is not free or carefree. In some cases, content is created by users, as with a mobile phone call or text message. User-generated content has no cost to create—users pay for the right to create the content that they consume. However, costs are incurred in developing the device and, users must acquire software to generate content. Further, the management of user-generated content is not without problems. In the case of e-mail, person-to-person messaging opened up the door to spam. In the case of onPage 55 → line forums and chat rooms, civil exchanges can be overpowered by crazies or used by predators to lure the unsuspecting. Developers of these services have to find ways to manage user-generated content without impinging on the rights of end users or becoming so heavy-handed with rules that users are driven away.

The Trojan Horse StrategyExisting technology platforms and infrastructures can be helpful in the uptake of certain new services by making potential users effortlessly aware of them and letting people try them with little if any risk or cost. This is a Trojan Horse strategy. Harold Innis has noted that popular books in eighteenth-century England developed on a platform for the distribution of patent medicines.22 Peddlers who went from town to town selling patent medicines began to carry and sell books as well. Many other examples of this strategy can be found: games and ring tones were added to existing mobile phone service; automated voice services (audiotex) were added to the telephone network; the sale of products on the Web built on top of a base established by e-mail and information services; text-based information services (stock quotes and sports scores) were added to satellite radio; and video games have been added to many cable systems. In each case, it was easy for people to see or hear the service and decide if they wanted it.
The Trojan Horse strategy eliminates the need to develop a new platform or infrastructure for a service, though there may be a need to develop application software. It also reduces marketing costs, to some degree. At the same time, there is no guarantee of acceptance by end users.
Stunning InnovationsThe Holy Grail in new media adoption is stunning innovation—a device or service that not only meets a need but dazzles people through its creativity, user interface design, and appealing content. It is a worthy but rarely achieved goal. It is more common to introduce a technology or service with modest enhancements over incumbents, better marketing of a similar product, or a confluence of services that collectively has appeal.
Apple’s iPod, introduced in 2001, is an example of a stunning innovation. How does one plan such a device? Understanding needs in the marketplace, social trends, and principles of adoption can help bring a new media device several steps along the road to wide acceptance, but chance invariably plays a role. In the case of the iPod, the product appealed to values of convenience and control while on the move. There was a great deal of available content, both le-
Page 56 → gal and illegal. It allowed people to customize their content by organizing it in several ways. The user interface was well designed and elegantly simple. Apple introduced the iPod at a high price but then provided lower-price models to appeal to second and third waves of adopters, who likely would not have paid for the expensive model. The later models were designed explicitly to be worn like clothing, adding to their appeal as fashion statements, and the white earbuds made a statement that the user owned a product everyone was talking about. Apple continued to innovate with new applications for the iPod, such as video. However, even superlative design and strong functionality need an element of good fortune, in the form of favorable reviews, photos of famous personalities carrying iPods, and so on, to achieve such a high level of status and become an icon for cool technology.
Strategies for Assessing the Possibility of Failure and the Opportunity of Finding Success in the Ashes of FailureFailure is more common than success with new media as well as other products. There are strategies to assess the chances of failure, identify end users’ willingness to adopt a product that might fail, and capitalize on earlier failures that might have a second, successful life.
	Assess the risk of failure. It is possible to assess the risk of failure by identifying the key elements that are likely to influence success or failure and making judgments about where the new media product or service stands in relation to them. One can consider, for example, how much time is needed to establish a base of acceptance in the marketplace and whether the company or group supporting the new technology or service is likely to provide sufficient time before pulling the plug; how difficult it will be to compete with entrenched incumbents; whether there is a target early adopter group with a clear or latent need; and so on. This assessment can aid a decision about whether to introduce the new media product or service or what additional work is required before introducing it.
	Assess end user willingness to adopt a product that might fail. Innovators have a high tolerance for the possibility that a new media product might fail. The reward of being the first to own a product comes with that risk. Later adopters’ tolerance for possible failure is influenced by a few factors, such as expected length of ownership and the impact on use if the product is removed from the marketplace. If a product has a short life—for example, a mobile phone—it does not matter so much if a user is stuck with useless features for the short period of time until the phone would be replaced anyway. If it has a long expected length of ownership—for example, a high-definitionPage 57 → DVD player—then getting stuck with a player for which there are no DVDs (should the player be withdrawn from the market and content suppliers no longer produce DVDs for it) is more consequential. If the product has a long expected life and can be used without loss of functionality, the downside of its being withdrawn from the market is also lower. In the case of an MP-3 player, for example, the risk from failure is low if a user can continue to download music and later transfer the music to another player; it is high if the user can no longer download music when the model is withdrawn or if the user subsequently loses the ability to transfer songs to another player because of digital rights restrictions.
	Comb the ashes of failure for near misses. Many new media products—early subscription television, online services, and VCRs, for example—failed, only to succeed when reintroduced later. In some cases, the product was introduced too early; in other cases, the product lacked one or more critical elements necessary for success. With this history in mind, recent failures can be assessed for near misses that might succeed if reintroduced at the right time and with all the elements necessary for success in place.

Page 58 →  Two //The Fragility of Forecasting’Tis easy to see, hard to foresee
—Poor Richard’s Almanack

Generally, when dealing with the weather a few days ahead, the monthly demand for electricity a few years ahead, or the size of national populations two or three decades ahead, professional forecasters can justifiably lay claim to increasingly impressive results. Weather forecasts are considerably more accurate than they were a few decades ago, and population forecasts have proven to be reasonably accurate. There are exceptions, of course, and they can occur even when professional forecasters deal with well-known products or events and have many data points at their disposal. Exceptions do not, however, diminish the overall trend toward greater accuracy.
One may be tempted to believe that forecasting methodology has been improving across the board, and provided that the necessary financial and intellectual resources are devoted to it, forecasting the demand for a new media product or service could be equally impressive. This belief, however, would ignore the fact that if it is still too early to know whether the product will succeed or fail, forecasting its future demand is a very different—and far more difficult—type of undertaking.
The forecasts considered in this chapter are estimates of the level of demand for a new media product at some point or points in the future. (Except where otherwise indicated, the term product will be used in this chapter to include intangible services as well as tangible products.) Forecasts are made before the product has established itself in the marketplace—in many cases, even before it has been launched. There are three categories of forecasts: (1) forecasts before a concept has been turned into a concrete design; (2) forecasts in the immediate prelaunch phase, after it has been turned into a concrete design; and (3) forecasts after launch but before takeoff.
Forecasts sometimes take the form of an estimate for only one period, but they usually provide estimates of the demand for each of a range of periods and are presented as graphs or as time series—estimated figures for each of a succession of periods. (For example, a forecast might estimate the sale
Page 59 → of high-definition TV sets [HDTVs] in 2012 or the cumulative penetration of HDTVs in households from 2006 to 2012.) An alternative is to forecast an upper bound—a ceiling—on sales or uptake rather than actual sales or uptake, but such forecasts are much less common. Organizations have various good reasons to feel that they need such forecasts, but they may not be able to satisfy this need.
One of the prerequisites for a soundly based forecast of the demand for a new product is an understanding of what it will be used for. How can one forecast the growth of a new media product when one doesn’t know how it will be used? Obtaining such an understanding is often more difficult than it might seem. If Alexander Graham Bell had commissioned a forecast of the demand for his new invention, the telephone, he would probably not have done particularly well: he would have told the forecasters that it would be used for relaying concerts and church sermons and for important conversations by elite business­people. Along the same lines, Western Union initially dismissed the telephone, turning down the opportunity to buy its patents for $100,000.1 Should one be confident that today’s corporate world would do any better? In the late 1970s, about a century after Bell, the British Post Office, soon to be followed by its French counterpart, launched what came to be called videotex—a service that transmitted data over telephone lines for display on computers and, in its early days, television sets (see chapter 7). Both organizations saw videotex primarily as a service through which consumers would buy information in the form of screen-based text and graphics from a large array of different firms, each deciding for itself how it would price its information. Videotex had a messaging component, too, but it was treated as a relatively unimportant add-on when first launched. As things turned out, however, the person-to-person messaging component achieved moderate success; the one-to-many information access component was a failure (except in France, where the service enjoyed significant subsidy from the government). The providers of videotex made the same kind of conceptual mistake as Bell had made a hundred years earlier.
Videotex illustrates a common pattern: when ambitious new communication products are launched into the residential or business market, the question is often whether they can reach takeoff speed before they run out of runway. For applications that succeed, those that turn out to provide sufficient value (reach takeoff speed) sometimes differ substantially from those originally envisaged by marketers and their supporting casts of consultants and experts from academe. And by the time these applications are found, demand forecasts may be much less important.
Videotex was a radical and complex new service that required substantial change in users’ behavior. What of less bold ventures? Many other anticipated
Page 60 → uses for new media products or services also were too limited or too expansive in scope or were just plain wrong. Some groups thought that a major use for the radio would be to deliver speeches to the public; the transistor was seen initially as just a replacement for vacuum tubes in radios, though its range of applications turned out to be very much wider; the mobile phone was envisaged primarily as a tool for emergency workers; and no one who developed HDTV anticipated that its principal use in the first few years of rollout would be to display DVD movies.
While it is rather unlikely that those who introduce less radical products will confuse services that should be for user-generated content with services that should be for professionally created content, gross errors in forecasting the demand for new communication products are overwhelmingly the rule rather than the exception. When one examines the business context of forecasting efforts and the methods available to undertake them, it is not surprising that their track record in this field is as bad as it is. Significant early improvement appears unlikely; what is necessary is to make the best of a bad job.
The Core Forecasting ProblemThe chapter will focus on forecasting the demand (in terms of revenues, number of units sold, number of adopters, or any other appropriate measure) for certain classes of new media products. New products are defined as ones which have not yet established themselves in the marketplace—as not yet having reached the take-off point in the diffusion curve defined by Everett Rogers as the point of critical mass.2 (In this sense, videophones, first introduced in the 1960s, are new, but cellular telephones, introduced almost two decades later, are not.) We consider demand at the level of a market sector, not demand for individual products within a sector—the distinction is that between the demand for satellite radio as a whole and the demand for either XM Satellite Radio or for Sirius before their merger.
A distinction can be made between discretionary and nondiscretionary products. The former are those for which the prospective purchasers or users are individuals or families who have the discretion to make for themselves the decision to purchase or use a product—for example, a digital video recorder. For nondiscretionary items, the purchase decision is typically made by an ­organization; those who work for it—and, often, those who wish to do business with it—may not have this discretion. For example, a corporation may decide to adopt a particular software platform, requiring all workers as well as outside organizations that wish to do business with the corporation to adopt the same platform. Though many of the forecasting issues are the same, there
Page 61 → are some differences in the methods available. We focus here on discretionary products.
A new product, in our sense, is either one that has not yet been launched, so there are no sales data to inform the forecast, or if launched already, one for which it is too soon for sales data to allow a good estimate of whether or when it will become established. The uncertainty about when, or even whether, the take-off point will be reached is the key characteristic distinguishing this problem from other demand forecasting problems. A corresponding mathematical formulation appears in the box. Although this is not the usual formulation, it provides the advantage of distinguishing the two types of uncertainty: when, if at all, demand for the product will take off, and if it does, what the demand will be at any time thereafter.
Mathematical Formulation of Future Demand
One possible formulation of the future demand generated by a new service is
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where D(m) is the demand for the service at time period m,
p(n) is the probability that the service takes off in time period n,
and d(m/n) is the demand for the service in time period m, given that it takes off in time period n, for m > 1.
The time periods can be years or smaller intervals. Take off would be ­defined as the lowest level of demand at which one could be confident that the service would not be withdrawn because of subsequent lack of demand.

This formulation suggests a question about how those who directly provide subjective estimates of the demand in successive periods incorporate the possibility that the new product will not be a success. A highly simplified example illustrates an interesting point. Suppose that someone feels that the probability a new product will succeed is 0.8; that the forecaster’s best guess is that, if the product succeeds, it will generate 100 units of demand in year N; if it does not, it will generate 0 units of demand in year N. Would the estimate of the demand in year N be 100 units or 80 units? If it were 100, the possibility that the product would fail would have been ignored. If, however, the estimate were 80 and the product were a success, then even in the event that the best guess of 100 units would have been exactly right, the estimate provided would have been 20 percent too low. More generally, those who provide subjective forecasts of the future demand for new products without separately estimating the prob-
Page 62 → ability of failure can be right on average only if they deflate their estimates to allow for the fact that the probability of failure is not zero. They would thereby underestimate the demand of those new products that succeeded.
From a practical standpoint, forecasting the demand for new media products is at its core so rough and ready that this effect is unlikely to matter. Nevertheless, the effect appears not to have received attention from authors who believe there is a scientific basis for such forecasting and seek to improve it.
In some cases, the object of interest is not the particular product but an upgrade of infrastructure or a new platform. An example of the former would be fiber-to-the-home (FTTH); videotex was and MP-3 players are examples of the latter. Here one must try to forecast the aggregate demand for all the new products or services that will be supported. As a result, the forecasting problem acquires two additional aspects. One is the risk of entirely overlooking new products that will succeed in the not-too-distant future. This is a matter not of developing too low a forecast for any particular product but of failing to realize that a viable service or application needs forecasting. An example was the failure to predict the success of a variety of new touch-tone services when rotary dialing was to be replaced. When an upgrade in infrastructure is justified primarily by greater efficiency in the provision of established services, such oversights may not matter. In the context of FTTH, however, where the cost of an upgrade may be $1,000 per household, or more than $100 billion across the whole United States, these oversights probably matter a great deal.
When considering an upgrade in the infrastructure, the other distinctive aspect of the problem is that even though a new service may establish itself, some other new technology may siphon demand away from the enhanced capability in the infrastructure. Bandwidth compression technology made it possible to offer some of the services touted by the promoters of FTTH in the late 1980s at rates up to 400 kilobits per second (within the compass of ISDN, the basic digital telephone offering of that time); such a mistake should have been easily avoided. For an upgraded infrastructure, it becomes necessary to forecast the demand not only for a new service but also for the portion of that demand that would be carried on the infrastructure in question but could not be carried on some lesser infrastructure.
An upgraded infrastructure is likely to support many new services, some of the less profitable of which may compete for attention and revenue with the principal services for which the system was upgraded. For example, in upgrading cable networks to digital transmission, cable operators sought to gain new revenue from video-on-demand (VOD) services. The digital networks supported not just VOD but many extra regular channels and HDTV programming. The latter compete with VOD for viewers’ attention and can affect the revenue from VOD.
Page 63 → Track RecordWho Creates Forecasts?Relatively few forecasts of the demand for new media products are created by academics or those working in research institutes and published in the open literature. In his valuable review of the research literature—such as it is—on telecommunications demand forecasting, Robert Fildes comments, “In particular there has been limited discussion comparing the usefulness (and accuracy) of alternative approaches when applied to the same problem.”3
Many forecasts are prepared by what journalists often term “consulting firms” and are featured in market intelligence reports that are sold to whichever corporations choose to buy them. (Some are produced after a core group of purchasers has made commitments; others are produced on a speculative basis.) A seeming advantage they offer over in-house forecasts is that the outsiders are seen both as expert in forecasting and as more objective and hence more credible than those who have a direct stake in the market concerned. While the reports are not in the public domain, the forecasts they contain generally feature prominently in press releases sent to journalists covering the industry. Moreover, it is understood that purchasers and journalists can quote from the reports, so the forecasts generally become public information. However, the full reports are not generally available to journalists for scrutiny about assumptions and methodology, and many reporters lack the training to assess them as an academic might.
Other forecasts are prepared by appropriate departments for in-house use at large corporations or are prepared by outside consultants for the use of a single client. Naturally, many of these are initially treated as confidential. (An exception occurred in the days when forecasts had to be provided to regulators who needed to ensure that a monopoly would not cross-subsidize a new venture at the expense of existing captive customers.) They, too, often remain unpublished: if the new product is a success, it speaks for itself; if it is a failure, managers seek to bury the past and move on without adding further to the embarrassment.
Discussions of forecasts runs the risk of being disproportionately influenced by forecasts sold to multiple users, which tend to become public, at the expense of those prepared for single users, which tend to remain private. By necessity, most of the examples used in this chapter come from the former domain. However, our observations over the years—when acting as consultants to companies in the communication sector—as well as discussions with those employed in this sector have provided us with no evidence to believe that single-user forecasts are less prone to error than the multiuser variety.
Page 64 → How Accurate Have the Forecasts Been?Forecasting has almost certainly become far more difficult in the past 20 years or so as fierce competition and turbulence have replaced the earlier tranquility of the new media field. However, forecasting the demand for new consumer communication and information products and services has always been problematic. The past century is littered with erroneous forecasts and predictions. Examples of underestimation have included the telephone, VCRs, answering machines, cellular telephones, personal computers, and the Web.4
While some forecasts have seriously underestimated the demand, most have overestimated it.5 This finding is in line with the first half of a widely quoted observation, attributed to a variety of sources, that people generally overestimate the short-term impact of a technological change but underestimate its long-term impact. Table 2.1 shows six different forecasts from the early and mid-1980s for the household penetration of videotex in the United States in 1990. The median forecast predicted a penetration level of around 9 million households, but only about 1 million households subscribed to a videotex service by 1990. In other words, the forecasts had errors ranging between a factor of 7 and a factor of 20 or more. It may be more revealing to regard these forecasts for videotex as primarily qualitative rather than quantitative failures. All indicated that by 1990, videotex would be a success or on its way to becoming one. In fact, neither was the case.
Table 2.2 shows six late-1980s forecasts of the penetration of HDTV in households. As in the case of videotex, the forecasts show incredible range. Two strongly overestimated demand, while one slightly underestimated it. Presumably, all of the forecasts anticipated that people would buy HDTV sets to watch high-definition television. However, this was not the case in the early 2000s. In
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2003, 9 percent of U.S. households had sets capable of displaying HDTV, but most were used to watch DVD movies, not HDTV. HDTV signals were not yet widely available on cable or satellite, and few households chose to buy separate HDTV receivers and install HDTV antennas to pick up digital terrestrial television from local broadcasters.
Forecasts for similar products often err in assuming which features of the competitive products will have appeal or how marketplace conditions will influence adoption. Figure 2.1 shows a forecast made in 1980 for VCR and videodisc player sales. In 1980, many people assumed that the videodisc, which offered better picture quality, would eventually win out over VCRs. However, VCRs had already been in the marketplace for five years, and the price had dropped considerably below the price of videodisc players, which were just entering the marketplace. Further, VCRs could record, and movie studios had by this time released thousands of movies for distribution on videocassettes. Videodiscs were an unknown, struggling to license movies for rental or sale. In the end, that generation of videodiscs achieved a very small market share among movie aficionados who valued the slightly better picture quality.
In other cases, wildly optimistic forecasts of demand have proven even more embarrassing—actual penetration of the product was zero. In the 1960s, AT&T forecast that one million Picturephones would be in use by 1980 and two million by 1985.6 However, picture telephones failed in the marketplace, achieving virtually no penetration. Similarly, Link Resources forecast in 1983 that 1.8 million U.S. households would subscribe to direct broadcast satellite services (DBS) by 1985.7 However, DBS proved too costly to launch, and the service had no subscribers in 1985. In 1995, a telecommunications consulting group forecast that 50 to 60 percent of U.S. households would have enhanced “screen phones” by 2005. In reality, screen phones, which were intended as an alternative to a PC for accessing online information, never took off and had zero penetration of
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households in 2005. In 1997, Jupiter Communications forecast that smart cards (a more advanced form of credit card) would account for 10 percent of online transactions by the end of 1998; in reality, smart cards were slow to develop and accounted for almost no transactions in 1998.8
ContextWhen a corporation is considering whether to launch a new product or planning to do so, a forecast of its demand would seem to be essential to rational decision making. Estimating the return on investment in a new product, for example, requires a forecast of its future revenues and hence of its future demand. Or if a new service will require new infrastructure, a decision on the capacity of the infrastructure will have to be made ahead of the launch, and the necessary capacity will depend on demand. A sad illustration of the need for forecasts can be found in the satellite-based mobile telephony services Iridium, Globalstar, and ICO. In 1998, Wall Street analysts forecast that 30 million people would be using satellite phones by 2006.9 Reality differed greatly:
The failure of the mobile-phone satellites is legendary: aside from their huge costs and complexity, they underestimated the speed at which terrestrial competition, in the form of wireless networks, would take off. By the time Iridium came to market, most of the customers it was hoping for were well served by ordinary mobile phones. . . . 
This highlights a big problem with satellites: the long wait between design and profitability. Manufacturers must “lock down” the technology at
Page 67 → least three years before launch; but many satellites do not make money until 10–12 years after they go into orbit. So satellite firms must make a bet on a market as much as 15 years in the future. For new services with untested demand, the risk that the market will shift dramatically between design and orbit—or never emerge at all—is huge.10

In addition to the vendors of new products, potential investors—possible partners or venture capitalists—use forecasts, as do those who need to assess the future social impact of new technologies. Journalists, too, can be regarded as users of forecasts since they like to include forecasts in articles about new technologies.
The Failure to Account for the Possibility of FailureUsers of forecasts must realize that the majority of new communications­products fail. The same holds true in other, long-established, and better-­understood markets. According to Clayton M. Christensen et al., of the 30,000 new consumer products launched each year, more than 90 percent fail.11 It would be surprising if a higher success rate were found in the much less well understood markets for new media. Table 2.3 presents a short list of new media failures.
We are not aware of any published forecasts that predicted the failure of a new media product but a simple line of reasoning illustrates why failure is likely. An estimate of the probability that a new product will attain a specified level of demand by a certain date is less complex than most forecasts (which usually deal with a range of time in the future, not just a single date). Suppose that corporations considering major investments in bringing new products to market could estimate these particular probabilities with a high level of confidence. Above what threshold of probability would proceeding become rational? The level clearly would vary from one situation to another, but it often might
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Page 68 → Binary Predictions of Success Versus Failure
The question of whether a new product will succeed or fail lies at the heart of the forecasting problem. A demand forecast will inevitably be useless if those who made it assumed that the product would succeed but it turned out to fail (or vice versa). A. Michael Noll has proposed an approach to this binary prediction problem.1 In his formulation, a new business venture or a new product must succeed in each of five areas: technology, finance and economics, policy and regulation, management and business, and consumers and their needs. For example, new products will fail if their technology does not work well enough; if they are not profitable; if the regulatory environment changes in such a way as to impose severe constraints on demand; if the companies concerned lack expertise to run the associated business well enough; or if consumers do not want to buy the products at the price at which they are offered.
As obvious as these factors are, planners might have avoided many of the new media fiascos of the past if they had given sufficient consideration to the complete set of them. Noll proposes a highly disciplined multifaceted assessment of possible new products that should be undertaken before—probably long before—the stage of needing a demand forecast is reached. In addition, considerable expertise in each area is required to assess a new product thoroughly. One certainly cannot expect to find all the necessary expertise within, say, a group of forecasting and market research analysts. If one uses expert groups to produce a forecast and follows J. Scott Armstrong’s advice about decomposing the problem, the five factors suggest one way to structure the process.
1A. Michael Noll, The Evolution of Media (Lanham, MD: Rowman and Littlefield Publishers, 2006), 165–70.


be quite low. Provided that a corporation has deep enough pockets to afford some failures, what matters is the ratio of the value of a success to the cost of a failure. If this ratio is, say, 10 to 1, then it could be rational to proceed with any project that had little more than a 10 percent probability of success. Moreover, a corporation may need to weigh the risk that delay associated with an attempt to improve its assessment of the probability would enable a competitor—maybe from a different industry sector—to beat it to market in such a way as to reduce its probability of success or eventual market share. This risk clearly is considerably greater in today’s much more competitive environment than in the fairly recent past.
This analysis represents a considerable oversimplification for a variety of reasons: it ignores both the fact that there would be degrees of possible success and the fact that it might be necessary to select from a set of candidate proj-
Page 69 → ects each of which has a probability of success above the appropriate threshold. Nevertheless, the conclusion that it may well be rational to bring new products to market even if their chances of success are closer to 0 than to 100 percent is valid. No need to tell this to a venture capitalist or to a professional gambler! In an advanced economy, particularly in the United States, a relative lack of failures would be a sign of excessive timidity and thus a matter for concern.
BiasBias may be attributable to the fact that a dramatically high forecast produced on spec rather than commissioned will advertise itself. For some, the name of the game is getting the forecasting firm’s name prominently into as many newspaper articles as possible and preferably into the headlines, and thereby generating numerous telephone inquiries that will lead to the sale of consulting services.12
A serious risk of bias comes from the fact that forecasts accurately reflecting low probabilities of success would be decidedly unwelcome to certain of their users—in particular, to the subset of users from whose budgets they are bought. (Indeed, a sponsoring organization may suppress results from a study that yields a conservative forecast. We are aware of a number of cases in which this phenomenon occurred.) A forecast is not just a tool for making decisions about a product; it may also be a useful tool for promoting that product. As noted in chapter 1, new products are more likely to succeed if others—in some cases, prospective suppliers of content, in some cases prospective purchasers—judge that they will succeed. In addition, at an earlier stage in the process, those who want to bring new products to market must secure the necessary investment funds, whether from boards of directors or from outsiders. For this purpose, realistic forecasts may well be interpreted as indicating that promoters lack confidence in their projects, especially in an atmosphere of pervasive hype surrounding the prospects of new products.
Whether they will be produced within the corporation concerned or by outside consulting firms, forecasts are generally ordered or purchased by the promoters of new products rather than by boards of directors or outside investors who might wish to strike a safer balance between bullishness and realism. Bias is also present in the government environment, where there also appears to be an inclination to support studies that will yield optimistic forecasts. In the United States, a member of Congress or a state legislator may have taken a position favoring the deployment of certain technologies, committee staff may see future job prospects in the industry, and, equally important, optimistic forecasts imply increased revenues from taxes on the industries concerned.
Page 70 → Looking in the Shadows
When an exciting new service is widely heralded as being just around the corner, it may well be worth looking not just at what is in the spotlight but also at what is in the surrounding shadows. They may be obscuring a much less dramatic new service that offers much of the value of the brightly illuminated one but at a much more attractive cost. And the more modest offering may make the running in the marketplace, sometimes for a decade or much more. 
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Of the services listed in the table as having been under the spotlight, all those that entered the marketplace were disappointments. Yet all their far less technologically ambitious counterparts enjoyed at least moderate ­success. This situation suggests that those championing the former were probably right about the market being ready to accept services of the kind they envisaged (the services met a real need). But these champions may have ­underestimated the technological hurdles standing in the way of getting an easy-to-use version of their service into the market fairly soon. For forecasters, the lesson is clear: look in the shadows.

Page 71 → Moreover, government studies tend to request forecasting data that no legitimate forecasting organization could possibly provide. A particular absurdity was one federal agency’s late-1980s request for a forecast of penetration levels for all present and future information/entertainment services by race, income level, and other demographic characteristics of households—25 years into the future!
Those who produce forecasts can be assumed to know on which side their bread is buttered. If there were proven techniques for forecasting that did not require a great deal of judgment, structural biases might not matter so much; it would then be possible in principle to examine any forecast and determine whether it had been “properly” produced. But such techniques do not exist (and even if they did, a comparison with the more codified field of accounting would not be encouraging in light of its scandals around the turn of this century).
Self-serving bias toward overly optimistic forecasts is built into the way decisions about new media products are made. Corrective mechanisms might appear if boards of directors or venture capitalists commissioned independent forecasts or if journalists more often treated forecasts with a questioning attitude rather than as convenient copy. Conversely, the fact that the time horizons of these forecasts are generally years—often many years—into the future means that embarrassment or financial loss resulting from inaccuracy contributes little as a possible corrective mechanism. By the time that any inaccuracies are evident, the individuals responsible may well have moved on to other jobs or retired, and probably few others will remember the name of the consulting firm from which the forecasts came.
Notwithstanding the built-in biases favoring hype, gross errors in forecasting are not universally excessively optimistic. Some very costly failures have occurred when forecasters did not predict that particular products would be highly successful. In the early 1980s, AT&T commissioned a forecast from McKinsey and Company, a highly respected management consulting firm. The forecast suggested that the total worldwide market for mobile phones in 2000 would be 900,000 subscribers. (In reality, the United States had 106 million mobile phone subscribers in the United States by 2000.) AT&T subsequently pulled out of the mobile phone market. In 1992, it reentered the market by buying one-third of McCaw’s cellular holdings for $3.8 billion; in 1993 it paid $12.6 billion for the remainder.13 Such failures rightly suggest that much more is wrong than bias alone. In the case of the mobile phone forecast, the analysts apparently focused too narrowly on the mobile phone as a tool for emergency calls and lacked the vision to foresee that it might become a ubiquitous device for communicating with others about nearly anything from nearly anywhere.
Page 72 → AssumptionsAnother weakness in the field is the pervasive neglect of the assumptions on which forecasts are based. In some cases, the assumptions are never stated; in other instances, they are only weakly alluded to. Even when they are made explicit in the initial statement of any forecast, they tend to be somewhat boring and to turn a pithy statement or graphic into something far more unwieldy. That is probably the main reason why they so often and so soon fall by the wayside. But since forecasts extend years into the future, assumptions about associated markets and technologies, about the economy, and about society in general can be crucial.
Many of the assumptions are of the form that no significant changes will occur in this or that external factor. The example of how cellular telephony destroyed the potential market for satellite telephony offers a good illustration of the associated perils. The problem with assumptions that other things will be equal often is not that they fall by the wayside but rather that they are not made explicit.
Some assumptions have rested on false premises or comparisons that should have received more careful scrutiny before they were built into forecasts. For example, in the early days of online services (see chapter 7), some providers reasoned that if many customers were willing to pay $100 per hour for an online information service, a mass market would consider $20 per hour a bargain. This idea seems ludicrous in hindsight, but many forecasts were built on this kind of assumption. The problem was that the many customers who were willing to pay $100 per hour for online information were businesses with very specific information needs for which they would pay a great deal, but the price comparison had little meaning for consumers. A more recent example is VOD. Many analysts assumed that the movie studios would readily license their content to VOD on the same basis and timescale that they licensed movies to Blockbuster and other video rental houses. Why would they not pursue this additional revenue stream? However, some studios feared that the new service might cannibalize the $20 billion in yearly revenue from DVD sales and rentals without replacing the revenue lost from this distribution path with equal or greater revenue from VOD.
Other assumptions presume a neutrality of attitudes—about a specific company, for example—when there may actually be hostility or concern. Microsoft has made a number of forays into the market for set-top boxes (for television), seemingly assuming existing industry groups consider the company a neutral or positive organization. However, it encountered much suspicion based on concerns that it might try to use its new platform to build a monopoly, just as
Page 73 → it did in the personal computer industry. The company’s attempt to enter the market for operating systems for advanced mobile phones encountered a similar reaction, and players in that industry formed the Symbian alliance to counter Microsoft.
Language and DefinitionImprecision in the use of language is more of a problem in forecasting than one might expect. A classic example was an early 1970s forecast in which a leading expert predicted that the cost of long-distance telephony would fall by a factor of ten by the end of the decade. He was referring to the cost of the trunk portion of the transmission. Before long, however, his prediction was applied to the price of end-to-end service. Since the latter had to cover the costs of the local portion of the transmission and the costs of switching, neither of which was falling at such a rapid rate, the prediction was transformed into nonsense. However, this failure to use language with sufficient precision did not detract from the popularity of the forecast for a few years. Other problems of language are less obvious. For example, slippery definitions commonly plague forecasting studies. When videotex first appeared in North America, its supporters were quick to differentiate it from existing online services such as Compuserve. Videotex is different, backers said: its page format is much more user-friendly; it supports color and graphics; and its tree-and-branch organization makes searching easy. A great deal of money was spent promoting the new concept, and its name became a valuable property in its own right. Not for the first time, however, a newcomer failed to live up to the hype. Supporters then found it convenient to broaden the definition so that preexisting services—not formatted into pages, without color and graphics, not structured in tree-and-branch form—could be encompassed and a more respectable penetration claimed. Not surprisingly, those associated with the more rudimentary predecessor services did not complain. Why should they object to the sex appeal conferred by the new term? In similar fashion, in some quarters in the late 1970s, the term videoconferencing grew to encompass the combination of audioconferencing and freeze-frame television (see chapter 6). (Early in the decade, AT&T apparently decided that all that could be salvaged from its Picturephone Service was its name, so it confusingly christened its new public studio videoconferencing service Picturephone Meeting Service despite the fact the technology, the concept, and their applications differed completely from those of the picture telephone.)
The importance of care in defining exactly what is being forecast cannot be overstated. Sony introduced its Betamax VCR in 1975. After a promising start,
Page 74 → VCRs using that standard lost the market to those on the VHS standard, introduced two years later. An optimistic 1975 forecast for VCRs could have proved either fairly accurate or wildly inaccurate, depending on whether it was meant to apply to VCRs based on Sony’s standard or VCRs in general.
Forecasting MethodsMany forecasts are based on indications by a sample of the public that they would buy a product or use a service. In this case, the critical issues are whether respondents have sufficient experience with or knowledge of the product to make an informed response and whether the verbal response is a reliable indicator of future purchasing behavior.
In the case of products that are well known to the public, the issue of how to pose the question is straightforward—e.g., “Do you plan to buy a new car in the next six months?” While respondents may overestimate or underestimate the likelihood that they will buy a car in the next six months, at least they understand the question and can provide reasonably informed responses. The issue is much more complex when people have no experience with a product and may not have any understanding about what the product is or what it can do, as is the case with many new information and communication products.
In response to this problem, researchers have employed a number of techniques. One of the most common is to use a standard telephone survey and try to describe the new product or service over the telephone. This technique is the least expensive way to approach the problem—and probably the weakest. It tends to inflate positive responses, since verbal descriptions can emphasize positive attributes, and respondents have no experience with the product that would help them to understand potential negative attributes. They may also mistake the new product for an existing one. This problem occurred in early surveys about intent to purchase high-definition TV sets. Some respondents thought they were being asked merely if they intended to buy a new TV set with a good picture. Of course they did!
A second technique is to intercept individuals in a mall setting and bring them into a room or recruit a large group into a theater setting and show them still photographs, drawings, or a simulation of the service. This approach is used when the product itself is not yet ready or if it would be very expensive to bring the technology into the research setting. The same problem arises here: respondents do not really experience the product or service, and verbal descriptions that accompany the drawings or simulation tend to emphasize positive attributes. With little chance to understand potential negative attributes, respondents tend to report high interest. A major multiclient propri-
Page 75 → etary study in the early 1980s used a simulated home banking and shopping service in a theater setting. The results were extremely positive, as were the forecasts derived from the study. They indicated that a majority of consumers would readily subscribe to electronic home banking and shopping services. A number of large corporations used the results to develop and launch these services. However, when they were introduced, the general public showed very little interest.
A somewhat better technique is to allow a sample of the public to try the service or product in a laboratory or field setting. Here, people can experience the product for 20 or 30 minutes or longer and provide more informed responses about potential interest. While this method is clearly superior to using responses based on verbal descriptions, it is subject to a novelty effect that can last for several weeks: when people first start using a product, they often respond positively based on its novelty and use it more than they will subsequently (i.e., after several weeks of experience with it). One way to overcome the novelty effect is through a field trial, in which the product is placed in dozens or hundreds of homes and usage is tracked over a long enough period of time for the novelty effect to have worn off; once it has done so, indications of users’ willingness to pay for the product are more meaningful. This approach, described in the appendix to chapter 4, is time-consuming and expensive, however. In a competitive market, many companies hesitate to postpone the launch of a new media product for six months or longer (as well as incur costs that can run into millions of dollars) to gain a better understanding of potential demand.
It is generally accepted that even when respondents have seen or tried a new product, market research studies of their intentions to purchase it have not had great success. People’s answers to questions about whether they would buy the product provide very unreliable indicators of future behavior.
Those who produce forecasts of demand for new products have an even harder task than those who undertake market research studies of these items; the former must provide quantitative estimates of what demand will be at a specific time or times in the future. What tools are available to them?
Where the One-Eyed Man Is KingThe Delphi Method is one of the best-known approaches to forecasting the demand for new communication products. The technique seeks primarily to derive a consensus forecast from a group of experts.14 In an iterative process, members of the group independently and anonymously provide subjective forecasts; the aggregate results are fed back to each participant, sometimes to-
Page 76 → gether with an indication of how his or her forecast deviated from the average. Each then independently provides a revised forecast, perhaps with some justification for its difference from the previous aggregate forecast. The new group forecast is fed back, perhaps with some of the anonymous justifications, and so on. After three to five iterations, the process usually converges in the sense that progressively smaller differences from the average have diminished to a level at which a consensus can be declared. Some observers would argue that, in essence, the technique is less a forecasting technique than a technique for bringing a group to a consensus.15 Variations include allowing members of the group to educate one another by meeting for group discussion between iterations (this is sometimes termed the Modified Delphi Technique) and weighting initial inputs to reflect participants’ varying degrees of expertise or confidence.
The Delphi Method and its variants have proved very popular as a means of forecasting demand for new media products, and these methods do have some value. Interaction among the participants in the modified version can certainly produce insights that may be of practical value to marketers. The techniques bring some discipline to guesswork. And they have a certain credibility: How can one do better than to rely on acknowledged experts in the field? But is this credibility merited? Though evidence indicates that group predictions are less inaccurate than those of individuals,16 little evidence shows that experts’ guesses about the future are better than anyone else’s. Indeed, there is some reason to expect that experts’ guesses may be worse if, as may well be the case, they are likely to be biased by personal interest in the success of the technology in question. And although the question is less relevant than it has been in the past, one can also ask how a person can be an expert in something that is radically new. Where should one have looked for experts in residential picture telephony in the 1960s or videotex in the 1970s? Expertise in the technology would surely have been of little value. Maybe one should have turned to experts in human behavior. But what kind of behavior, and from what disciplinary perspective? There was and is an enormous variety of specialties from which to choose. It is now possible to find experts with decades of research experience relating to the marketing of new media products. But it may not have been easy to know where to look if one had been creating a Delphi panel in the early 1990s to forecast the demand for personal video recorders or in the early 2000s for VOD. (The box on binary predictions suggests the kinds of expertise that may be relevant in the type of assessment of a new product that should be undertaken before any forecasting process is started.)
In his definitive work on long-range forecasting, J. Scott Armstrong has commented on the use of experts:
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Expertise beyond a minimal level in the subject that is being forecast is of little value in forecasting change. . . . Do not hire the best expert you can—or even close to the best. Hire the cheapest expert.
 . . . [T]heir place is in saying how things are (estimating current status), rather than in predicting how things will be (forecasting change). The estimation of current status does, of course, play an important role in forecasting. (Expertise in forecasting methods is also valuable.)17

His conclusions rested on a wide range of studies and he indicated that they applied to the use of experts in Delphi studies as well as in other frameworks.
We are aware of no evidence to confirm the accuracy of Delphi forecasts of the demand for new media products. Table 2.4 shows the results of a 1994 Delphi research project that tried to forecast the adoption of several new media in 2005. The participants came from several countries in Europe, North America, and Asia (although the results were not broken down by country). For comparative purposes, we provide the actual 2005 penetration figures for the United States.
The Bass ModelThe most sophisticated method of forecasting the demand for new products was created by Frank Bass and those who have built on his work.18 (Since we will now explain why this sophistication should not blind those with little experience in mathematical models to the method’s substantial limitations if used in making the kind of forecasts considered here, less technically minded readers may wish to skip this subsection.) In line with Everett Rogers’s theory (see chapter 1), Bass developed a mathematical model of the diffusion of new products that assumes that potential adopters are influenced by one of two types of communication channels. One group is influenced only by mass media (ex-
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ternal influence). Though their decisions to adopt occur continuously during the process of diffusion, they are concentrated in the earlier periods. The other group is influenced only by interpersonal word of mouth (internal influence). Members of this group increasingly decide to adopt during the first half of the diffusion process and then decline (see figure 2.2).
The result is an S-shaped diffusion curve characterized by a formula with three parameters, which Everett Rogers, a supporter of the approach, describes as
	“a coefficient of mass media influence,”
	“a coefficient of interpersonal influence,”
	“and an index of market potential, which is estimated by data from the first few time periods of diffusion of a new product.”

Rogers summarizes the “assumptions necessary for the basic simplicity of the original work”:
	That the market potential, m, of a new product remains constant over time.
	That the diffusion of the new product is independent of other innovations.
	That the nature of the innovation does not change over time.
	That the diffusion process is not influenced by marketing strategies, such as changing a product’s price, advertising it more heavily, and so forth.
	Page 79 → That supply restrictions do not limit the rate of diffusion of a new product.19

With the possible exception of the last assumption, it is most unlikely that any of these would fit the cases of interest to us. Consider, for example, the assumption that the market potential of a new product remains constant over time. In 1982, the market potential for the personal computer would have reflected the fact that it was then used primarily for spreadsheets and would have changed subsequently to reflect a succession of new uses such as for word processing, for accessing the Web, and for entertainment. Or consider the omission of marketing variables such as price. Regarding diffusion models in general, Robert Fildes remarks, “The consistent failure to estimate marketing effects illustrates the problem [of limited data on potentially important (and often unmeasured) variables] as no economic model of adoption justifies their omission.”20 However, as described in the valuable review of diffusion models by Vijay Mahajan, Eitan Muller, and Frank Bass, others have shown how—at the cost of making it more complex—the original model may be refined and extended to relax these and other assumptions.21 The model’s weakness for forecasting demand for a new product that has not yet established itself in the marketplace can be seen in the estimation of its parameters rather than in its assumptions.
Discussing statistical methods for estimating the parameters from sales data, Mahajan, Muller, and Bass state, “Parameter estimation for diffusion models is primarily of historical interest; by the time sufficient observations have developed for reliable estimation, it is too late to use the estimates for forecasting purposes.” They cite studies that “suggest that stable and robust parameter estimates for the Bass model are obtained only if the data under consideration include the peak of the non-cumulative adoption curve” (which is roughly halfway through the period of rapid growth after the curve takes off—that is, when the product is no longer new in our sense of the term). They also state, however, “If no data are available, parameter estimates can be obtained by using either management judgments or the diffusion history of analogous products.” They also refer to some proposed methods for deriving estimates of parameters from judgments made by managers.22
Forecasts will be no better than the judgment about what product to use as an analogy or more detailed management estimates relating to the curve’s parameters. Implicitly, moreover, either type of judgment almost certainly rests on the implicit—and frequently incorrect—belief that the new product in question will be a success. As a consequence, this family of models should not inspire confidence when used for forecasting the demand for products that have not yet established themselves in the marketplace.
Page 80 → The Seductive S-CurveOther approaches to forecasting are simpler. The starting point for some is the assumption that, through time, demand will follow an S-shaped curve—a safe cumulative assumption provided that the product will be a success. It starts slowly, at some point develops rapid momentum, and eventually flattens out as the saturation level is reached. A typical way of proceeding is to estimate the saturation level, to estimate when it will be reached, maybe to estimate when the takeoff point will occur, and then to fit an S-shaped curve to these estimates, perhaps borrowing the particular S-shape from some past product that shares attributes with the one being forecast.
This approach avoids two ways of failing: having an unrealistically shaped curve for the progression of demand through time, which is a most unlikely mistake whatever method is used, and having an unrealistically high level for demand at saturation. But other—easier—ways of failing remain open. In particular, there may be little basis for estimating when, if ever, the curve will start to rise sharply; the service may never come near its projected saturation level; and even if it does, there may be no basis for estimating how long it will take to get there. At its weakest, this kind of approach assumes the success of the product and uses the S-shaped curve as a framework for a set of guesses. Strengthening this method would require explicit consideration of the probability that the product will succeed and some quantitative justification for estimates of time to takeoff, time to saturation, and level of saturation. There are no credible techniques to fill these gaps.
Gilt by AssociationAnother seductive and widely used approach to forecasting involves deriving a forecast for the total demand in an established market that will contain the new service among other existing services and then multiplying this large number by an estimate of the market share of the new service. So, demand for videotex was seen as a percentage of consumers’ expenditures on information gathering (note the misconception of how videotex would provide value to its users); demand for teleconferencing was seen as a percentage of the projected number of in-person and electronic business meetings; VOD was considered as a percentage of expenditures on cable television and video rentals/purchases. Forecasting the already established base market is not the problem. A reasonable base of understanding and data exists, meaning that one is unlikely to go seriously astray. The problem lies in obtaining a static estimate, let alone a dynamic forecast, of the market share of the new product.
Page 81 → This approach to demand forecasting would almost certainly have yielded erroneously positive forecasts for 3-D movies in the 1960s, residential picture telephony in the 1970s, and videotex in the 1980s. It would also have ­underestimated the demand for MP-3 players, including iPods, since the base would have been existing portable music players, and for mobile phones in developing countries, since the base would have been existing landlines.
Some forecasters appear to avoid the problem by offering seemingly conservative forecasts. They estimate a small fraction for market share, thus appearing to be highly cautious. But a small fraction applied to a large base can yield a number that looks quite respectable. For example, if by 1996, only 10 percent of revenue from cable television and videocassette rentals and sales in the United States had moved over to DBS services, $4 billion in revenue would have ­resulted—quite impressive. However, the possibility that the fraction might be zero, thus yielding a forecast of zero demand for the newcomer, must also be taken into account.
In the 1970s, a collaborative project of several European telecommunications administrations attempted a scientific approach to estimating the share of a larger base market when forecasting future demand for teleconferencing.23 The research team disaggregated business meetings into different types and used the results of controlled laboratory experiments on media effectiveness to derive estimates of the fraction of meetings for which users should in the future substitute different forms of teleconferencing for each type. The fractions were derived from models of user choice—in this case, normative models of the rational economic man or woman—informed by the results of an impressive program of psychological research. The model was intended to provide a forecast of the demand for each form of teleconferencing if potential users were to choose rationally. It could not produce forecasts of what the demand would actually be since it was too early to develop and test models of the processes by which potential users of teleconferencing would actually make their choices. Moreover, as chapter 6 explains, assumptions about how potential users should make rational choices were substantially flawed at that time.
Bottoms UpRather than work downward from a larger market to the one of interest, other analysts attempt to proceed in the opposite direction. They start with the individual using or purchasing unit (an individual or a family) and, with widely different degrees of sophistication, build a model of this unit’s choice behavior in a market in which the new service is present.24 For different values of its parameters, the model represents the behavior of different kinds of individuals or
Page 82 → families that will be present in the marketplace. The model may be expressed mathematically or may take the form of a computer simulation. Either way, aggregating the individual decisions to obtain estimates for the market as a whole is methodologically straightforward, although extensive survey data may be necessary to obtain estimates of how many purchasing/using units of each kind exist. Further, considerable uncertainty may arise about estimates of the values of certain variables (e.g., the future price of competing products). Here, too, however, the main problem lies in the model of choice behavior.
Such a model cannot be properly tested if one is dealing with a new service. Nevertheless, using historical data, one can and certainly should test the generic model to see how well it would have forecast demand for comparable new products and services in the past, of course including failures as well as successes. Such models also are likely to require forecasts of other variables, such as disposable income, interest rates, or price levels. Difficulty in accurately forecasting these economic measures is well known and does not lend confidence to this technique.
The construction of a valid model of this kind clearly requires an understanding, at an appropriate level, of how the user will derive value from the product in question, an area in which many failures have occurred.
Prediction MarketsWill prediction markets be the “next big thing” in forecasting the sales of new media products and services? A prediction market is a specially created market for trading assets
whose final cash value is tied to a particular event (e.g., will the next US president be a Republican?) or parameter (e.g., total sales next quarter). The current market prices can then be interpreted as predictions of the probability of the event or the expected value of the parameter. Prediction markets are thus structured as betting exchanges, without any risk for the bookmaker.
People who buy low and sell high are rewarded for improving the market prediction, while those who buy high and sell low are punished for degrading the market prediction. Evidence so far suggests that prediction markets are at least as accurate as other institutions predicting the same events with a similar pool of participants. Many prediction markets are open to the public.25

Devotees of this method of forecasting have suggested its application to much more unlikely topics than the sales of new media products. One of the
Page 83 → more creative plans was that the U.S. Department of Defense should operate a “Policy Analysis Market.” In the summer of 2003, however, the public outcry provoked by the proposal that topics for this market could include future terrorist attacks soon caused the department to cancel the plan.
One variation is the “corporate prediction market,” in which corporate employees receive “virtual trading accounts and virtual money [to] buy and sell ‘shares’ in such things as project schedules or next quarter’s sales.” Hewlett-Packard has experimented with applying the method to sales forecasting; Intel, Microsoft, and Google have also tried it for various purposes. In 2005, Yahoo, in partnership with O’Reilly & Associates, an organizer of technology conferences, launched the “Tech Buzz Game,” described as “a fantasy prediction market for high-tech products, concepts and trends.”26
If a new media product is about to be or recently has been launched, and if one wishes to forecast whether it will reach a particular level of sales within a year or two, it would be possible to formulate the issue with sufficient precision to make a prediction market applicable. It will be interesting to see whether this approach is used in such situations; if it is, it is very much to be hoped that it will be evaluated relative to more conventional methods. Since it may be less prone to bias, particularly if it is open rather than, say, restricted to corporate employees, it is conceivable that it will perform reasonably well relative to other approaches to forecasting—but that is not saying much.
If, conversely, one wished to look further into the future, forecasting the sales of the same product when it is still at the concept stage, formulating the issue appropriately would be very much harder. The costs of mistaken forecasts will, unfortunately, generally be much higher in this situation, since this is when winners may be missed or large but fruitless investments may be made. Also, it will unfortunately but inevitably take longer for evidence to accumulate regarding the effectiveness of this approach for forecasting further into the future. At least in this field, however, lack of evidence that a forecasting technique works has not inhibited its use (especially when the stakes are high).
Making Good Use of Early Postlaunch InformationA forecaster can, of course, do better when early sales data for the new media service are available because it has already been launched, even though it has not (yet) taken off. Nigel Meade provides an intriguing and instructive treatment of such forecasting problems that involves estimating the probabilities that the available data sets (sales) could have been generated by each of four different forms of diffusion curve and then using the sum of forecasts individually yielded by each of these curves.27 The forecast formed from the weighted
Page 84 → sum of the four component forecasts has been shown to be more accurate than the forecast provided by the best of the component forecasts.
The Leading Edge Method is used in business settings, where it has enjoyed some success. The technique develops forecasts based on the experience of those pioneering early corporate users of new systems that have established reputations as successful trendsetters in the use of new technologies. It may be adaptable to products for the residential market. It might also be useful in connection with field trials, which make users’ experiences with a new product available for research before the product has become established. However, the users involved in trials generally will not be the types of people who have established reputations as trendsetters.
For new residential products, certain types of users may provide a useful early experience base—e.g., male teenagers, consumers of adult entertainment, and other early-adopter groups. At the same time, care must be exercised in applying what is learned from these groups to other segments of the population. Similarly, caution is necessary in applying what is learned from a group in one culture to a comparable group in another. For example, when text messaging (SMS) became popular among teenagers in Japan well before it did among teenagers in the United States, how safe would it have been for the former’s usage patterns to provide the basis for forecasting adoption in the United States?
Boundary MarkersOne family of techniques, of which the Historical Analogy Method and Income and Expenditure Analysis are key members, can be useful after a service has started to establish itself. Care is needed, however, because they assume the market success of the product in question. Consequently, for products that have not reached this point, these techniques can only provide an upper bound to a forecast.
The Historical Analogy Method is based on time series data on the early sales growth of past communications products. It provides a means of making projections using only the first few years sales data. The technique was developed by Roger Hough at the Stanford Research Institute around 1969 for use in the National Aeronautics and Space Administration’s forecasting of the demand for new telecommunications services that might be relevant to its future programs. He used sets of time series data of the annual sales of a number of new “information-transfer” products and services, starting from the year of their introduction. He focused on the average annual growth rate from the year of introduction through a particular number of years later. He noted that (in the
Page 85 → United States) this number always remained at or above 200 percent in the first and/or second year before decreasing over time.28
Table 2.5 shows some of the figures he derived for the United States and Canada. For the two products that can be compared, the growth rates were lower in Canada. Such rates clearly must be expected to vary across countries.
Income and Expenditure Analysis is based on constancies or trends in the proportion of a household budget that is spent on certain forms of consumption—e.g., entertainment and information.29 It is, therefore, a more disciplined variant of the method described earlier in which demand for a new product or service is estimated as a fraction of the total demand in a larger market. Unless used to provide an upper bound, this method is subject to the same underlying problem of estimating what value (other than zero) the fraction should take. In this sense, it is not really a forecasting technique.
Other regularities, too, can be employed to obtain upper bounds. For example, spending patterns for communication information and/or entertainment services can be translated into a percentage of weekly household income, as in chapter 1. However, while useful in understanding historical trends and helping to rule out unrealistically high forecasts, this form of analysis cannot help in estimating whether or when a new product or service will take off. Like the study of political history, it can inform an understanding of what may happen but cannot predict it.
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Page 86 → Making the Best of a Bad JobProgress in improving the methodological tools available for the kind of forecasting considered here is likely to be both difficult and very slow at best. Nevertheless, a focus on related nontechnical issues could substantially reduce the risks that forecasts will lead people astray. These include being an informed consumer, integration of forecasting and decision making, and reduction of bias.
The main reason for lack of optimism on the technical front is that forecasts of new media products will continue to rely primarily on judgment, although complicated mathematical formulas or complex computer models may sometimes obscure this fact. Another reason is the role of sheer luck combined with positive feedback in the success of product launches, as Brian Arthur observes.30 (How, for example, will reviewers treat it? Will talk show hosts showcase it? Will celebrities use it in a public forum?) Those to whom the forecasts are served up need only ask themselves a few simple questions to appreciate the inevitable subjectivity of the process: for example, how did the forecasters deal with the probability that the product would not reach its takeoff point, or what potentially significant external factors were submerged under assumptions—probably implicit—of ceteris paribus?
Becoming an Informed ConsumerSome users of forecasts—that is, those who receive them direct from the ­forecasters—are better placed than others to be informed consumers. These users may be the managers who purchase the forecasts from an outside source, the managers who commission them from an in-house department, or specialized journalists who quote them in articles. These users should already know—or should be sure to ascertain—the forecasters’ qualifications and track record. They should not need to request that any forecast be accompanied by clear statements both of the methodology used and of the underlying assumptions. When either of these statements is omitted, users should downgrade the credibility of what has been provided, even if they insist that the omission be rectified.
These opportunities are not enjoyed by those who do not order forecasts unless they are journalists in a position to withhold publicity. Beyond never trusting press release forecasts, what can they do? They would be wise to consider carefully information provided regarding source, methodology, and ­assumptions—or, too often, to consider the implications of omission of such information—before deciding how much, if any, weight to give a forecast. When writing about some new technology or some proposed service, journalists like to include forecasts to give concrete (or seemingly concrete) indications of its potential. It is as though citing the source along with the forecast is
Page 87 → enough: the quality of the forecast is assumed to be the responsibility solely of the source and not of the journalist. But surely this is too lazy a practice. Many readers will not be as well placed as journalists who have been following the communication industries for years to appreciate just how fragile forecasts are. The Wall Street Journal has done a commendable job in creating a new beat, “The Numbers Guy,” a journalist who scrutinizes forecasts and other data served up by organizations that otherwise would pass unchecked.
Integrating Forecasting and Decision MakingFor corporate planning regarding new products, some researchers have suggested the value of employing more than one methodology.31 We strongly agree. Multiple perspectives can provide a range in forecasts rather than a single estimate and can highlight any differences in the assumptions that underlie each forecast. Planning must not be based on the approach that says, “We will make (or obtain) the best forecast possible, then we will make the best plan we can in light of it.” It is far more productive to recognize from the start that any single forecast can very easily turn out to be seriously in error and to plan accordingly.
The use of scenarios can be a good way to construct a long-term plan. A scenario provides an internally consistent picture of a possible future based on a particular set of broad assumptions. If a family of alternative scenarios is constructed, one can explore how well the plan that created the need for a forecast would work for each member of the family.32
If a forecast appears necessary, the first thing to do is to search for ways to reduce the need rather than consider ways to meet it. A key means to this end is to build in as much flexibility as possible to adapt very quickly in the light of what emerges following the launch of a product and to minimize the costs of its possible failure. We were once contracted to conduct research on the likely characteristics of demand for an electronic messaging service to be offered on a proprietary videotex platform soon to be introduced in the United States (see chapter 7). The research was commissioned to help the company decide on the capacity required in certain computer-related subsystems of the platform. The results were intended to contribute to forecasting the demand for the messaging service, which, in turn, would be used to estimate the necessary capacity. Realizing how prone to error any such forecast a few years into the future would be, we emphasized the importance of designing the system so that capacity could be added within a time frame consistent with what could be expected from short-term forecasting of demand after the service had been introduced.
Setting the need for a forecast in the context of the decisions to which it will be relevant should indicate the uncertainties on which focusing will be most useful. It could, for example, be much more important to estimate the prob-
Page 88 → ability that sales will reach their takeoff point within four years of a product’s launch than to estimate the level in each of the first ten years. In principle, the more precisely one can specify what needs to be estimated, the better the estimate is likely to be.
Within a corporation considering or planning the launch of a new media product, forecasting must not be divorced from decision making. Much less progress is likely to be made in improving forecasting methodology than in the design of relevant decision options and the design of mechanisms for speedy gathering of information from the field.
Reducing BiasBoards of directors, investors, and others who must assess proposals in which demand forecasts are significant should certainly consider the extent to which projects have been planned to minimize reliance on the accuracy of the associated forecasts. Difficult as it may be in a business climate of bravado and hype, those responsible for investment decisions should beware of the easy assumption that if the authors of a proposal explicitly address the possibility that a forecast is wrong, they are betraying a lack of the confidence necessary to make a new product a success. Responsible parties could also consider whether to commission either independent forecasts or expert critiques of forecasts presented to them.
Such actions may help counter self-serving biases toward underestimation of the probability that a product will fail in the marketplace. Other means of reducing bias also exist. Corporations that are regular purchasers of multi­client forecasts could use simple performance indicators to track their accuracy, as could journalists who specialize in the communications industries. Another possibility would be for a corporation to commission forecasts simultaneously for a set of several essentially unrelated products. If, as a set, the resulting forecasts suggested that the associated probabilities of failure were appreciably lower than those observed historically, the companies would have a strong case for concluding that the forecasts in the set had a strong bias toward optimism and away from realism.
It appears unrealistic, however, to expect change in the established pattern in which forecasts produced within the private sector—the vast majority—are hardly ever released in full to the press or the academic community. Instead, a press release is prepared with major findings from the study, while the study itself, the methodology employed, and the assumptions made are not subject to the scientific scrutiny that a university or government study would receive. As a result, weak or even fraudulent research may pass under the guise of a press release and be published in major newspapers and trade magazines.
Page 89 → When Prelaunch Forecasts Are Needed for Decision Making: Some Practical GuidelinesBy now, it is abundantly clear that we have very little confidence in forecasts of the demand for new media products before they have established themselves in the market. Nevertheless, we can offer some guidelines to those who have to make the best of a bad job. While they inevitably fall far short of providing a strategy for success, we are confident that ignoring them will likely make a difficult situation even worse—probably a good deal worse.
	Follow good practice in obtaining judgmental forecasts. If the product in question has not yet been launched, sales data will be unavailable, and one or more judgmental methods will have to be used. The two most frequently employed approaches are the Delphi Method and group meetings intended to result in an agreed forecast; the former seems likely to produce the better results.
	Whatever method is used, good practice will very probably involve the following:33
	Decomposition—dividing the forecasting problem into subproblems, solving them separately, and combining these individual solutions to obtain an overall solution.
	Appropriate structuring of group meetings if they are used to generate forecasts.
	Appropriate selection of experts if expert opinion is used to generate forecasts. Here, the major danger to be avoided is bias. One should particularly avoid experts who would be affected by the success of the product being forecast. Nor should one expect experts inside an organization for which the forecast is being produced to be unbiased. Beyond a minimal level, degree of expertise is unlikely to improve accuracy.
	Critical examination of the assumptions underlying any forecast. This includes using “what if” questions to challenge assumptions, which may well be implicit, along the lines of “other things being equal.”
	Combining forecasts obtained by different methods or from different sources. For example, if expert judgment is used, different forecasts may be produced by using different groups of experts or by posing questions in different forms. This is not a matter of selecting what one hopes is the ­single-best candidate from two or more forecasts obtained by different means; rather, it involves combining these different forecasts appropriately. There is good evidence that the combined forecast will outperform the best of its component forecasts.34


	Page 90 → Make an explicit forecast of the probability that the product will fail after it has been introduced into the marketplace. This could be seen as repetition of the advice about decomposition. (The forecasting problem can be divided into two: what is the probability of takeoff being reached by a particular point in time, and conditional on that answer, what will the sales be at some particular point there­after?) Even so, the advice is more than important enough to bear repetition.
	Retain a focus on the decision-making context. Why is the forecast necessary? What exactly needs to be forecast? What are the possible costs of error in the forecast? How can the possible adverse consequences of error be minimized (possibly by increasing flexibility of downstream decision options and increasing the speed of gathering and analyzing market data)?
	Follow accepted good practice in using forecasts for decision making, including the following:
	Obtaining different forecasts and considering the possible reasons for variation between them (see “Combining Forecasts”).
	Assessing the uncertainty in the forecasts.
	Conducting sensitivity analysis—varying the assumptions on which a forecast using any one method is based and examining how the decision seemingly implied by the forecast would work out in practice.
	Considering the applicability of criteria such as robustness as alternatives to optimality when developing a multistage plan. (When plans are conceptualized as a series of decisions to be made at different points in the future, the robustness of any decision is a measure of the extent to which it leaves open later decisions that would be well suited to any of a range of situations that may develop after the decision in question has been implemented.)35


	Capture the potentially useful by-products of the forecasting process. The process of forecasting is likely to produce insights of potential value to those responsible for marketing: for example, regarding contingencies that may arise and options for addressing them or consumer groups that should be targeted at an early stage and ways of reaching them. Indeed such by-products may turn out to be more useful than the forecast itself. They need to be captured.
	Conduct the forecasting and associated decision making in a way that will provide information about how to improve the processes. If it is probable that the company will again be involved in prelaunch forecasting of the demand for new products, it should organize these processes to learn in light of how events turn out. At a minimum, processes should be documented, and that documentation should be retained in spite of possible embarrassment if results are disappointing—in which case the documentation becomes even more important.

Page 91 →  Three// Implementation“If you build it, will they come?”

Implementation, which is where the rubber hits the road for new media projects, suffers from an image problem. It is widely considered to be a rather dull, largely technical process that, when successful, stretches between approval of the funding for an exciting concept and the concrete realization of a new service with actual, satisfied users. Yet on the basis of more than 25 years experience in a wide variety of new media start-up services—sometimes conducting research on their implementation, sometimes involved in other capacities—we have found the reality to differ greatly from this image. It usually involves far more than selection and installation of equipment, along with an as-needed sprinkling of changes in procedure and a little training. Rather, it is often a complex, broadly defined, process with multiple phases encompassing social, technical, and organizational components that, in addition to installation of a technical system, include managing relationships with partners, dealing with end users, marketing, interacting with equipment suppliers or manufacturers, overcoming obstacles, managing costs, and much more. As such, it presents significant challenges, failures are frequent, and it can often provide the research community as well as media professionals with valuable opportunities for learning at a time when the media concerned are not at all well understood.
While a project management literature treats implementation of information technology (IT) infrastructure and services, issues that are distinctive to the implementation of new media technologies and services have received relatively little attention in academic or industry circles.1 In part, this gap may reflect a reluctance on the part of companies and public service agencies to report on the many problems encountered in implementing new media services. If the implementation succeeded, it did so because of a brilliant vision; if it failed, bury the evidence! This is a shame: implementation projects that have been dismissed as failures as well as those that succeeded have often provided us with valuable pointers to the future of new media. We have also encountered many unsung heroes.
Page 92 → This chapter is directed toward a broader audience than just practitioners directly involved in the process. If those responsible for funding implementation do not understand the types of challenges that typically arise, their expectations will be unrealistic. If those who conduct research, write, or teach about new media do not understand the major challenges, they may draw incorrect conclusions from a project that fails, perhaps seeing the concept of a particular new medium or service as having failed, whereas the true reason for failure lay at the level of implementation rather than in the concept. Furthermore, as we discussed in chapter 1, innovations often go undergo reinvention; this process may be facilitated during implementation.
A comprehensive treatment of the implementation process would require much more space than is available here. Rather, we discuss the major topics that arise, emphasizing aspects that are distinctive to today’s new media and their users. The projects with which this chapter is concerned cover a wide range in each of three characteristics:
	technology,
	users, and
	purpose.

The service being implemented may be based on any of the rapidly proliferating new media technologies, or it may be an innovative service based on a mature technology. An example of the latter was a mid-1970s trial telemedicine service whose considerable success was based on radical redesign of service delivery along with use of the simple telephone (see “The Value of Simplicity: Lessons from Telemedicine”). We are not concerned with technologies whose implementation has become routine in the settings considered.
Users may be a closed community formed by those working in a defined organization or set of related organizations, as when a new service is introduced for internal communication. Users may come from a combination of two different kinds of community: a closed community of service providers within an organization and an open community of members of the general public who are their clients, as when a new media service is introduced into processes by which the clients are served. Or users may form an open community: members of the general public who are the intended consumers of, say, a new interactive television service.
Intended users also differ in their degree of discretion in deciding whether to use a new media service. Although discretion is associated with whether the user community is closed, open, or mixed, members of the general public do not always have the most discretion and employees within an organization do
Page 93 → not always have the least. For example, members of the general public may be unable to avoid interacting with a user-hostile interactive digital response system when telephoning a corporation, while managers may be well be able to avoid using a new videoconferencing system installed within an organization.
At an obvious level, the purpose of an implementation project is to reach the point at which the proposed service is working as intended for enough users at an acceptable cost. The question also arises of why the service is being introduced. It may be a pilot, field, or market trial; a demonstration project; or the rollout of a new service to the public. This aspect, too, should be regarded as a part of the purpose of a project that affects how it should be implemented.
The next section deals with planning an implementation project. It covers the importance of identifying and addressing possible conflicts among the interests of different stakeholders, together with the sometimes associated matter of resistance to change as well as more obvious issues such as estimating cost and time components. Implementation of new media is necessarily concerned with what users need at a time when their relevant needs may not be clear enough, so the section that follows is concerned with needs, including the process of needs assessment. We then turn to the intended users of the innovations. Here, somewhat greater emphasis is placed on the challenges of implementation within organizations, such as turf issues, staff turnover and training, product champions, and budget cycles, but many of the challenges in introducing new services for the general public are also discussed, including the technology skill levels of consumers and difficulties in providing training for end users who are not working within an organization but sitting at home and seeking an entertainment experience. The final section examines a set of issues relating to equipment, such as the location of equipment that is to serve a group of users and its reliability, as well as matters of users’ comfort. These might appear to be a set of obvious and simple issues to resolve, but our research has found them to be surprisingly problematic in many instances.
While the chapter is divided into sections on “Planning,” “Users,” “Needs” and “Equipment,” these compartments are anything but watertight. Most of the considerations raised in the final three sections should be considered at the planning stage. Most of the matters discussed under “Planning,” “Needs,” and even “Equipment” relate directly to users.
PlanningIt may seem unnecessary to suggest raising at the start the simple question of who’s in charge. Experience suggests otherwise, however, at least for the many large media conglomerates in which two, three, or ten people may have responsibility for “new media.” In such organizations, people can often compete
Page 94 → Changing Implementation Strategy
A cable company began to implement a broadband Internet service using professional installers who drove to each house and manually installed the service. The pace of installations was slower than officials hoped, and the cost was high. The company wanted to implement a new self-installation strategy but did not know if customers could handle the process, which at the time involved opening up the personal computer, inserting a hardware component, installing software, and running cable within the household. The company conducted research with existing cable subscribers with a wide range of technical skills. Participants were brought into a simulated home office at the company’s facility, observed as they went through the entire installation process, and subsequently interviewed.
The company learned a great deal. Installing the hardware proved easier than installing the software, which was a surprise. Women (who were more likely to read and follow written instructions) were more successful than men. Very few people watched a demonstration video contained in the installation kit or read any of the manuals. Nearly all used the quick-start guide as their main source of help. Subscribers fell into three categories: those who could install broadband with ease; those who could install it but needed moderate or significant help from the technical support help line; and those who could not do it no matter how much help was provided. 
The company changed its implementation strategy accordingly, eliminating the video and reworking the quick-start guide in light of the fact that it would be the primary source of information. Salespeople received a list of questions to ask subscribers who wanted broadband: based on their answers, those who had little chance of successful self-installation were steered toward professional installation. The company also decided to provide more telephone technical support, reckoning that doing so was cheaper than providing professional installers for the group with moderate technical skills. 
The pace of broadband installations increased sharply, overall costs for installations were reduced, and the self-installation program was deemed a success.

for control of a project, with all those responsible trying to put their stamp on the plan.
An implementation plan identifies where one wants to go and how one intends to get there. A good plan will also describe who will accompany one (partners), how long it will take, what it will cost, and what one expects to happen (outcomes) after one gets there. Planning should be a rigorous and disciplined process, built on a broad vision of what the project seeks to accomplish.
In any but the simplest projects, there are two straightforward reasons why there is unlikely to be a single implementation plan, laid out before the process
Page 95 → starts and implemented as is. First, it is normal for unanticipated delays or difficulties to arise, requiring plans to be revised in light of events. Second, the full information necessary for detailed planning of some aspects may not be available until implementation is well under way; one of many possible examples occurs when locations for equipment are to be decided jointly with users, whose participation in the planning does not start until after implementation has commenced.
This means that a plan should build in flexibility so that the project can adapt to the unanticipated. It is also important to monitor the implementation process and change the plan as needed.
One of the distinctive features of new media projects is the way that technophiles—i.e., people who love the latest gadgets—take to them like wasps to honey. These technophiles bring enthusiasm and often strong technical skills, but many technophiles cannot distinguish features and services that people want from those that make little sense other than to boost the total number of features offered. If a technology can offer 33 features, why settle for 8, even if users want only 8 and the others will both get in the way of transparent usage and increase costs? It is important to seek out technical people who are not only competent but also understand the needs of end users and can speak in plain language to the implementation team. Whether utilizing internal resources or outsourcing the project implementation, it makes a great deal of sense to meet directly with the technology team and assess their skill levels, attitudes about features in the product or service, and ability to communicate with a wide range of managers and end users.
Research Objectives, Demonstration Objectives, and Funding PurposesSome issues need to be thought through at the outset of planning the implementation process. One is agreement on and formulation of the project’s objectives. Alongside the points usually emphasized in the wider project-planning literature, others can arise from the fact that new media implementation projects may include research or demonstration objectives.
Some new media projects evidence a surprising failure to agree at the outset (and then to remember) what the implementation team is conducting—i.e., a trial, a demonstration project, or the rollout of a service. Is there to be a pilot phase, or is the product or service going directly to full implementation? Disconnects at times arise between the implementation team and senior management. If they do not agree, proper planning can become difficult or impossible, and end users and journalists who follow the industry can develop false expectations. This was one of the problems with Time Warner’s Full Service Network (see chapter 8). The team implementing the interactive television ser-
Page 96 → vice thought that it was a trial, whereas senior management told the press that it was the start of a national rollout.
In field trials in particular, planners need to be aware of the possibility of conflicts between research objectives and service objectives after the project is under way (see chapter 4).
As in other kinds of implementation projects, one needs to consider the purpose of any document containing an implementation plan. The document as a whole may really be a proposal to raise money. For a university or nonprofit agency, the document may be a proposal to a funding agency. For a business, the document may be a proposal to corporate management or outside investors for support for a new venture. Plans included within a proposal for funding must be taken with a grain of salt. Proposals are written to sell projects and often ignore obstacles and known problems. Time and budget constraints may, therefore, prevent entirely predictable stumbling blocks from being overcome unless sufficient resources are hidden under other budget headings. The gamesmanship of proposal writing makes a negative contribution to dealing with the real problems an implementation team will face in developing and launching a service. To plan well, a team must identify what may go wrong and then take steps to reduce the corresponding risks and cater to the problems if they do nevertheless occur.
While implementation plans included in or accompanying business plans may have weaknesses, there is another side to the story for nonprofit organizations, especially in the fairly frequent cases when the implementation of a new media service is funded by an external source. It is much less usual for nonprofit organizations than for corporations to produce business plans. However, many project managers of new media ventures in nonprofit organizations told us that a formal business plan can be very helpful even to nonprofits. The process of developing it focuses attention on costs, revenues, target audiences, marketing, and other vital issues that affect noncommercial as well as commercial ventures.
Outside funding of new media projects in nonprofit organizations generally has a time limit, after which the organization is expected to pay for the service from its regular budget. From Day 1, the planning process should address the sustainability of the service after the start-up funding ends. One should generally avoid high-end services that can be supported by an initial grant but would be beyond the means of the user organization after the grant period. User organizations need to be aware of costs early on and to know when grants will run out. If they come to perceive a new service as free, they are less likely to retain it later when they would have to pay for it.
Few authors write about an ethical aspect of funding that can arise in field trials and demonstration projects. While it would definitely be a mistake to take
Page 97 → success for granted when embarking on an implementation project in a closed or mixed-user community, it would also be a mistake to overlook the possibility that one will enjoy success—and along with it a far-from-welcome problem. The user community will very probably have been cajoled into making a significant investment of time and effort to adjust—maybe in connection with associated changes in organization and procedure, maybe in learning how to use new equipment well—and will be enjoying the benefits of this investment when the funding, which was sufficient to get the new service up and running for long enough to serve the project’s research or demonstration objectives, runs out. If the new service must be withdrawn because there is no longer money to support its technology component, it surely amounts to breaking faith with the user community.
There are examples of transitions from project funds to regular budgets or other forms of financial support for services that have proved successful in field trials and demonstration projects; unfortunately, there are also examples where seemingly worthwhile services have had to be withdrawn for lack of continuing funding. What seems to distinguish the implementation of the former from that of the latter is that in the former, the need for the transition was identified and planned for from the outset.
Conflicts of Interest and Resistance to ChangeWhen new communication technologies are to be introduced into an organization, one of the issues that needs to be thought through when planning the implementation process and kept under review thereafter is the possibility of conflicts between the interests of an organization and certain groups or individuals within or closely associated with it.
In a closed or mixed-user community, some stakeholders can easily perceive the success of a new media service as likely to disadvantage them. Even if they do not perceive this danger in advance, they may discover it later. Net benefits overall need not mean net benefits for all. In some cases, it is—or should be—hard to miss the possibility. For example, a telecommunication service that allows meetings at a distance and thereby reduces travel may benefit the organization concerned but not employees who like to travel or who feel that too much valuable in-person contact would be lost in a teleconference meeting. Other examples arise when a new service increases scrutiny of job performance. A new use of telecommunications to support distance education may make a teacher more open to evaluation by others. In some cases we have studied, nurses were apprehensive that a new telemedicine system would lead to more frequent checking of their work by physicians. More generally, by offering an additional means of communication, a new media system brings with it
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We have encountered an interesting variation of this phenomenon when those who enjoy more power in a system are at the losing end. Organizations often come to operate in ways that suit the convenience of those who are at the top of their hierarchies more than those who are lower down; this development may be accepted on the grounds of efficiency, since the time of the former costs the organization more. In health care systems, the convenience of doctors may take precedence over that of nurses (and patients); in health care systems in prisons, the convenience of personnel can be expected to take precedence over that of prisoners; and in educational organizations, the convenience of teachers may be favored over that of students (though probably not over that of senior administrators). As a result, when service delivery is reorganized around the use of a new media service, some of the previous privileges of position may be at risk. In our research on implementation problems in field trials and demonstration projects of new telecommunications services in educational organizations, health care systems, and prisons, we have found that students, patients, and prisoners were more likely to be satisfied with the innovation than were teachers, physicians, and prison personnel.
Real and perceived conflicts between an organization’s interests and those of some of its stakeholders may exacerbate the widespread but natural phenomenon of resistance to change and can even result in the emergence of saboteurs. It can therefore be quite helpful to identify and consider those risks early on.
Product champions—energetic change agents who strongly support and promote a new media innovation—can provide a powerful force in overcoming resistance to change.2 For new media ventures within organizations, these champions may be senior managers who back the innovation and make sure that the right people within the organization provide whatever support is needed and that personnel use it. Senior managers can also take the necessary steps to remove or work around obstacles. Product champions are often people who see successful implementation of the innovations in question as advancing their careers; in a new media start-up, they are often high-energy salespersons who can inspire staff and promote the product effectively in the marketplace. It is difficult to create or train product champions. They have to be found within an organization or recruited from the outside.
If product champions can boost the chances for successful implementation of a new media product or service, saboteurs can throw a monkey wrench into the process. When implementation is within an organization, saboteurs may be disgruntled employees who do not want others in the organization to succeed, members of a group that is angry because funding did not go to a project
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Opposition to a particular project can also arise from those who are not intended directly to use the technology. Within an organization, for example, opposition may result from associated organizational change that reduces the status of some department. Losing parties can also come from outside the system in question, at least as it is defined by those planning a project. For example, a local college may lose students to distance learning courses to the point that the college’s viability is threatened, thus creating a problem for future local students wishing to enroll in other courses for which there is no distance learning option. Should those responsible for implementation of new distance learning programs consider this issue? We believe they should—and not only because local colleges sometimes turn out to have powerful political allies.
Time and MoneyWhen dealing with new media, levels of uncertainty are likely to be relatively high. How well will a new media service and its technology work? How can the service best be used, or how should content for it be designed? What hidden problems may emerge? Will intended users be prepared to make the necessary adjustments in their established habits and procedures? These uncertainties can make for additional difficulty in estimating the time and budget required for implementation.
There are no standard periods for implementing new media services, but many project managers have reported that implementation took appreciably longer than they expected. Indeed, time appears to be a more precious commodity than money: fewer reported insufficient funding for implementation. Common sources of delays have included environmental impact studies, gaining regulatory approval, and partners who did not meet deadlines. As is to be expected, having insufficient time was much more likely to be a problem when organizational innovation was involved.
When implementation occurs within an organization, rapid technological change can create difficulties. A new technology may be surpassed before the implementation of a service based on it is completed. It may well be necessary to follow technology trends carefully and be prepared to shift technologies or adapt to new ones that come along, which can take up additional time. In consumer markets, the existence of competitors may result in considerable time pressure, causing organizations to “get it out the door” or “open for business”
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A recurring issue that can affect both timescale and cost is whether to use internal or external resources to manage technology or create content. For example, should a text-based Web group that wants to add a video service to its site build the necessary capability internally or utilize an outside production group? There is no single answer. It depends primarily on the organization’s capabilities and the relative costs of the two approaches. One way to resolve these questions is to examine what other Web sites have done and how well it worked. If using an external resource, it is important to do more than a cursory check on its reputation for reliability. Some observers suggest maintaining a backup external resource in case a primary provider cannot meet project requirements or deadlines.3
Some costs can be anticipated and accurately built into the project budget—e.g., new equipment and regular staff. Other costs sometimes are hidden or escalate quickly beyond the budget. In organizational settings, the unanticipated or higher-than-expected costs that occur frequently include training end users, retrofitting old equipment, internal wiring in buildings, ongoing equipment maintenance, and network connection costs. There are accepted approaches to dealing with these issues—if not always resolving them completely. In the case of retrofitting old equipment, it is important to decide which equipment is worth the cost of upgrading; if the cost of an upgrade begins to approach the cost of new equipment, it is clearly not worth retrofitting. One needs to be aware that the cost of internal wiring in buildings and ongoing maintenance can be higher than expected. Network connection costs can also be significant. The high demand for training end users can cause costs to escalate unexpectedly.
When new media products and services are introduced into consumer settings, the unanticipated or higher-than-expected costs that occur frequently are acquiring or creating content, gaining regulatory approval, replacing faulty parts, and providing warranty service for products that have been mishandled. Satellite radio is an example where content costs escalated sharply for the service providers; telephone companies such as Verizon and AT&T experienced very high costs in winning regulatory approval to provide television services; a number of digital cameras had to be recalled as a result of faulty batteries; and MP-3 player manufacturers experienced high service costs when the units were mishandled by consumers and required service under warranty.
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Market Issues at the Planning StagePlanning must be based on a sound understanding of outside forces and organizations that can shape a new media product or service and their likely impact on implementation. In the case of satellite radio, the early service was shaped in part by radio manufacturers and the features they were willing to build into the first generation of radios. For high-definition DVDs, the early product was shaped by movie studios that licensed their content for each format and manufacturers that received licenses and built players. For manufacturers of portable music devices such as MP-3 players or mobile phones that store and play music, the iPod, the dominant product in the marketplace, shaped nearly all competitors since they would be measured against it in product reviews and consumers’ minds.
New media innovations within organizations are shaped by many factors, such as available personnel to implement the innovation and budget cycles. The planning process can be used to identify and develop a strategy to deal with many of these factors. One of the many contextual elements specific to different markets is the planning of a new media service for the primary and secondary school markets in the United States. In this context, it is essential to understand relevant budget cycles. It often takes a year from a purchase decision to the actual purchase.
In consumer markets, the cost of making the first-generation product often exceeds what most end users would be willing to pay. In some cases, it is possible to identify innovators and early adopters who are willing to pay a high introductory price so that a second generation of the product and economies of scale in manufacturing can bring the price down to an acceptable level (as discussed in chapter 1). In other cases, there may not be a large enough group of people who are willing to pay a high price and sustain the product until the price can be reduced. Here, the organizations introducing the new media product commonly have to consider subsidizing it. Satellite radio providers Sirius and XM subsidized the first generation of their radios; Sony subsidized the first generation PS3 game consoles, as did Microsoft with its Xbox game console. From a planning perspective, the goal is to sell enough of the product to be viewed
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NeedsObservers have often commented that a new media product or service failed because it did not meet a “real need.” This assessment is generally understood as a stronger statement: there was no real need it could have met. Such statements may make nice epitaphs, but it is not particularly easy to turn them into practical advice for the living. In part, this seems to result from confused thinking about the concept of need.
Needs for new media products and services of the kinds that concern us here are often relative rather than absolute. They can be created by providing people with something that they subsequently are not prepared to do without. They can also be created by removing alternative means to desired ends. In this sense, perceived needs or wants matter; real need is not a useful construct.
The term need can also be used to denote a logical necessity: to speak with someone from one’s car, one needs to use a mobile phone. A new media service with certain characteristics may be logically necessary to some new activity—for example, to watch favorite television shows whenever I want, I need a device such as a personal/digital video recorder (PVR or DVR) that can record and store them for ­schedule-free viewing. The new activity may or may not become a perceived need. Conversely, it can become a habit into which people fall because the new technology is available to them—e.g., many have become addicted to Blackberries though their actual need for portable e-mail is not strong; many others say they could not live without their PVRs, though these users had little apparent need for such devices before trying them. Or an activity may be perceived as an opportunity seemingly presented by a new use of technology, rather than a need.
Sometimes it is necessary to consider needs at two levels. An example from the early 1970s involved a projected interactive cable television service to provide in-home courses on parenting and other topics. At one level, the question arose as to whether such in-home courses were needed in the community; at a lower level, the question arose whether, if such courses were needed, an interactive cable television service was needed to provide them. In the case of two-level needs, it is important to consider the possibility that some other approach will be more cost-effective in meeting the higher-level need (see “Looking in the Shadows” in chapter 2).
Needs may range from strong to weak. The strength of a need can have a major impact on a new media project, particularly when technical problems exist.
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Need is often treated as something static and unambiguous. However, needs change over time, and some needs are surrogates for others—e.g., the desire to make money or advance one’s career. It is useful to understand when a seeming communication need is a surrogate for something else. This knowledge may suggest an alternative approach to a particular problem. One should also not assume that members of an organization always want to meet any of its “obvious needs.” For example, an organization might have an obvious need to earn more revenue. However, because a particular new media service would allow the organization to do more business and earn more revenue, it does not follow that the organization’s employees would necessarily desire that new service. If they perceive the new business to entail extra work for them with no extra compensation, some of them may oppose or reject it.
It is commonly assumed that better communication is both a need and a want for an organization. This often proves not to be the case, however. For example, a teleconferencing service may encourage more meetings than are necessary or bring people into encounters under the wrong circumstances. Even if an “objective” need for such communication exists, users may not want it. Put simply, “What’s in it for me?” They may not want to do their jobs better, or they may oppose any change in their current pattern of work. Similarly, a planner may assume that people will value more communication, saving time and saving money. Not always. Many new media services for consumers involve spending a lot of money for something that takes up time for no extrinsic purpose and discourages people from communicating with others—e.g., video games.
New media technologies and services often are purchased to meet one need but are used to meet another. Many parents purchase mobile phones for their teenage children so that the teens and parents can reach each other in case of emergencies, to arrange pickups after school, and to coordinate other activities. However, the teen primarily uses the mobile phone for social networking with friends.5 Nor can perceived needs be taken at face value. In the past, potential users of a teleconferencing service often expressed a need for full-motion video. Yet experience led many of these users to be satisfied with an audioconferencing service supplemented by still images and graphics distributed via the Web. In sum, analysis of assumptions about need is a decidedly necessary but
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One alternative is to appeal to fear rather than need. Fear can be a powerful motivator, but strategies based on it can backfire. As the year 2000 approached, many information technology companies instilled fear of Y2K (remember that?), the idea that at the turn of the century, computer programs that were not designed to turn their internal calendars to the new century would crash and disaster would follow. Banks would lose track of billions in currency, airplanes would go out of control, company databases would be erased, and so on. Fear led many corporations to invest heavily to overhaul their computer systems. When disaster failed to strike those that were less prepared, many of those same corporations became cynical about information technology companies and for the next several years hesitated to invest in system changes where genuine needs for greater security existed.
The Substitution ParadigmMuch current thinking about new media technologies and services is based on a substitution paradigm. In organizational applications such as corporate Web sites for in-house use, the service may be perceived as a substitute for corporate brochures, training manuals, and other documents. In consumer applications such as PVRs, the technology may be perceived as a substitute for VCRs. There is good reason to challenge this thinking. In the case of corporate Web sites, the information provided often duplicates that in printed documents, which continue to be needed even if they circulate less widely. The site is likely to increase rather than reduce overall costs, especially if it utilizes advanced features such as video clips.6 If designed well, a corporate Web site will stimulate new thinking and provide a central location for corporate information that would not be possible for printed documents. PVRs foster a new style of television viewing that differs substantially from that of households with VCRs. (In the 1990s, when VCRs were widely used, only one in four VCR households recorded any programs at all; most used them to watch rented movies.) Most television programs are time-shifted or watched in a time-delayed buffer so that a viewer can fast-forward through commercials. New communication technologies offer a relaxation of constraints: they make it possible to undertake new activities or to undertake old activities in a wider range of situations. Thinking based only on the substitution paradigm focuses on a technology’s enabling users to perform existing activities better or at lower cost; it is likely to miss the potential benefits of uses other than substitution and to overestimate the degree of direct substitution that will occur. How well would the need for photocopiers have been understood if people had seen them only as substitutes for carbon paper?
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The substitution paradigm has been used extensively and often successfully in marketing new media services, though little evidence supports the contention that significant cost savings accrue when communication technology is used to replace print. In addition to the limitations in the argument for substitution already noted, at an organizational level, substitution often requires that funds shift from one budget to another, which can be problematic and provoke turf wars.
Needs AssessmentA needs assessment may precede implementation, as when a company is conducting research to determine whether a particular product or service is worth developing. Alternatively, such an assessment may be part of the implementation process, as when a decision has been made to conduct a field trial or a demonstration project and a needs assessment is conducted to determine the most suitable sites and applications. On the surface, the term suggests that it provides a way of avoiding the criticism that some new technology or service is a solution in search of a problem: needs pull sounds much better than technology push. But that is only on the surface. A needs assessment rarely starts with a blank technological slate. It is an empirical process for systematically identifying and investigating possible needs for a particular technology or family of technologies. Since its starting point is generally a limited range of possible ways (sometimes only one way) to meet any needs that are identified, it is, after all, very much a process in which a solution or limited range of solutions is looking for a problem.
This fundamental weakness of needs assessments, coupled with our remarks in chapter 1 that many successful new media were introduced into the market in the absence of an apparent need, cause us to have reservations about the methodology. Nevertheless, any systematic, empirical process that focuses on the possible relationship between potential users and a proposed technology or service can certainly be useful, provided one bears its limitations in mind.
A case can at times be made for conducting a needs assessment before new media technologies and services are created, when one of the assessment’s roles may be to filter out schemes that would not be worth pursuing. At a later stage, there is a greater likelihood of unintended bias, as when it is part of the process of product development—often to justify funding for the project. Bias is less likely if a needs assessment includes sufficient consideration both of users’ other needs—maybe higher priority needs that do not involve the technologies in question—and of the possibilities of meeting any needs that are
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Sometimes one of the purposes of a needs assessment is to identify organizational units in which to conduct a demonstration project or to start the rollout of a new service. In such cases, one must beware of the fact that where the need for the improvement in effectiveness that the new service might bring seems to be highest, successful implementation may be the hardest. This is the case when, for example, current effectiveness is low because management is weak, morale is low, or turnover is high. Ironically, implementation may be easiest where the need is lowest: unto him that hath shall be given.
Realistically, needs assessments are a necessary evil as part of the process of new media product development—often to justify funding for the project. A needs assessment certainly is substantially better than nothing in filtering out
Filtering Out Bad Ideas—The Case of E-Com
One use of a needs assessment is to filter out bad ideas. There are many examples of truly bad ideas for new media services that should never have seen the light of day. One is E-Com, an electronic computer-originated mail service launched by the U.S. Postal Service (USPS) in 1982. E-Com allowed companies, which had to be “certified” by the USPS, to send documents electronically to one of 25 post offices that were equipped to receive the transmission. There, the document was printed out, put in an envelope, sent through the regular mail system to the local post office near the addressee, and physically delivered. At the time, terminal-to-terminal electronic mail existed, and fax machines were common in many offices. Though it could provide service in some situations in which regular e-mail or fax transmission was infeasible, E-Com was decidedly inferior. Moreover, for users of bulk mail, such as credit card companies or insurance providers, the slight saving in time of delivery meant little compared to the much higher cost (26 cents to deliver a one-page letter). For the USPS, providing the service was very expensive—the USPS lost money on every piece of E-Com mail. A simple needs assessment would have shown how end users viewed E-Com in the context of what regular e-mail or a fax offered; an inquiry among direct marketers would have shown that saving one day in delivery time was not worth the added expense. However, the USPS was not focused on end users or customers. It was trying to position itself in the emerging electronic mail market. Regulations restricted it from creating a true electronic mail service, so it found a differentiator that fit within its regulatory restrictions but made little sense in the marketplace. With few customers and bleeding money, the USPS shut down E-Com three years later.
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UsersThe end users of new media technologies or services are a surprisingly neglected group. In the whirlwind of activities to fund, develop, and launch new media, it is easy to take the intended users for granted, to think only of the average user without appreciating that the heterogeneity of users may matter, to treat users simply as inanimate and predictable components in an organization; or to consider them merely as buyers. Moreover, when potential buyers are studied, market research is likely to focus primarily on demographics—i.e., age, gender, race, income, and other social categories. However, a much wider range of variables is associated with the successful implementation of new media. Even the study of demographics should take time into account. The demographic characteristics of early adopters may differ markedly from those who purchase or use new media later (see chapter 1).
There is a difference between purchase and use. Some new media are purchased, used a few times, and then left to gather dust in closets. The distinction may not matter—a company may need to be concerned only about sales if, for example, its product is a novelty watch that has a built-in FM radio. In other cases, however, successful implementation requires that the new media product or service continue to be used over time—for example, a satellite radio, an MP-3 player, or a video mobile phone. Continuing use matters because it will generate revenue (e.g., monthly or per-use fees), content will be sold that plays on the device (e.g., songs for an MP-3 player), or the organization’s mission is associated with continuing use (e.g., with telemedicine applications).
A focus on the user reminds us that innovations in which people operate or interact with new media are always social as well as technological. Among the many neglected issues is skill level in using technology. The broad public in developed countries generally has much greater skills in using technology than was the case 20 or 30 years ago. The ubiquitous presence of ATMs, personal computers, and even TV remote controls has taught most of the public basic skills in interacting with technology. The same can be said for many people in developing countries as a consequence of the widespread adoption and use of mobile phone technology.
Large differences exist in skill levels, however, and some people’s skills are quite low, raising a few questions for those implementing new technologies or services. How much skill do intended users need? What are their present skill levels? Could better design of the product or service reduce the
Page 108 → required skills? A related question is whether there is an opportunity to train users? In the absence of direct training, the available tools are user manuals, quick-start guides, online tutorials, and customer-support help lines. Few people read user manuals, and those with weak skills are not likely to use online tutorials. This leaves quick-start guides, which may not be sufficient, and telephone help lines, which are expensive to operate.
Take Nothing for Granted
A telecommunication company was implementing a video-on-demand service that would display on regular television sets. Because the service involved a purchase, a password feature was added for security. The company tested the prototype with a broad range of potential users, giving them a mock password (1234) for the testing. One of the test participants, a male in his late fifties, entered the password and the screen displayed four asterisks, a convention familiar to anyone who has used an ATM machine or a password-protected Web site. On seeing the four asterisks, however, he said, “I guess I did something wrong.” During follow-up questioning, he revealed that he had never used an ATM machine, a personal computer, or the Web—but he did watch a lot of television.

Much closer to the other end of the scale are users in organizational settings, who, although they have a good deal of experience in using computers, are less knowledgeable than they think they are. Patience and diplomacy may be necessary in responding to their “helpful” suggestions. Listening to their suggestions is useful; following all of them without careful scrutiny can be a formula for disaster.
The issue of user training illustrates a divide between open and closed settings. In the former, a new media product or service is made available to the general public; in the latter, implementation takes place in an organization such as a company, a school, or the military, where users can be trained and usage can be controlled to some or a large degree.
User Issues in OrganizationsOur discussion of planning has already introduced the subject of resistance to change, which has been well documented as it applies to users of new media.7 Exceptional leadership and people skills may be required to overcome this resistance.
Resistance to change can take many forms. The group for which a new service is intended may refuse to use it or may do so only when forced. Intended users may complain that the equipment does not work although it actually
Page 109 → works well or engage in negative viral marketing—bad-mouthing the project to others in the organization. (Many people assume incorrectly that viral marketing is always good.) There are several reasons for resistance. Some people may have had bad experiences with technology in the past—it did not work well or did not meet their needs—and fear that the new service will also be disappointing. Others may perceive the new service as disruptive and simply do not want to change the way they currently do things. In a number of cases, we have seen resistance occur because people had to change their schedules. Many professionals—teachers, doctors, and lawyers, among others—function under heavy workloads that constrain their time. It is difficult for them to find the time to learn about new technology services, receive training, and integrate the services into their work environment. Resistance is almost certainly higher when people perceive a new media service as initially requiring too much time relative to the time that subsequently will be saved. Schedule issues can also arise when a new technology anticipates real-time communication among people in different time zones and members of one group must adjust their schedules.
The problems of resistance to change are mitigated to some degree if the workers concerned can be required to use the system, if they can treat or serve more people and thereby make more money by using the system, or if the technology relieves them of unwanted travel assignments.
Two different types of training are often required for new media systems and services: training to use the technology and training for new organizational roles associated with the introduction of the technology. Training in the use of technology will depend on the system and users’ existing skills. In projects we have studied, technology training often worked best when it was in two phases: an initial wave of training to develop basic skills and a second wave a few months later to develop more advanced skills and answer questions that emerged as a result of their using the technology. It is important to recognize the limits of training and to avoid going beyond the point at which professionals should operate the equipment or complement regular users in performing certain technical tasks.
A few additional lessons stand out from our research about training within organizations. First, even if a system is very easy to operate, there is often a value in allowing intended users to try it out on a demonstration basis, when mistakes do not matter, before using it for real. Second, whether instructions are written or presented in person, they work better if offered on a colleague-to-colleague basis rather than being handed down by specialists. A third and related lesson is that peer training seems to work well in a variety of projects. Some projects have adopted a “train the trainers” approach in which an initial group of users is trained in using the technology, and they in turn become peer trainers for others. The advantages of peer training are that a peer shares a
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The chances for successful organization-wide implementation are enhanced when the initial groups that use the service have a high chance of success, thereby fostering positive word of mouth. Choosing candidate groups for early implementation may be based on perceived need, enthusiasm within the group, and knowledge gained through the training process. Training can be used to identify both people who are likely to experience early success and other people who will require more time and support.
When staff members need to be recruited to manage and operate a new media service within an organization, it is important to define their roles clearly before hiring them. Staff should also understand and be comfortable with the project goals. In many situations, these employees will have to interact both with technical people and those who know absolutely nothing about technology. In such projects, they need to be able to function comfortably in both worlds. Technical staff members need to be skilled in explaining technical issues in plain language for nontechnical colleagues and end users. A positive attribute of new media projects within organizations is that they often have high status, which helps to attract skilled staff. In an organization that will continue to implement new media services, the other side of the coin is that staff then acquire skills which are in high demand and may be recruited away to other companies or other groups within the organization. For this reason, it is important to ensure where possible that key staff can advance their careers within the new media project group.
Many nonprofit organizations that undertake new media projects have special staffing requirements. A strong need often exists for staff members who are skilled community organizers, since much work involves coalition building and marketing to other nonprofit organizations. A straightforward but often overlooked need is for someone who knows how to obtain purchase orders and generally navigate the bureaucracy, which can be daunting in large nonprofit organizations such as universities. Nonprofit organizations with limited funding can rely on students and community volunteers for some tasks, but such people typically have a high turnover.
In some user groups, we have observed problems with turnover and low morale. We have studied a number of new media services that were set up to provide previously unavailable services for organizations in remote rural areas. High turnover commonly occurs among personnel working in such areas as a consequence of professional isolation, social isolation, low pay, or other factors. Some user organizations estimate turnover rates to help plan how often a new training or promotion phase will be required. High turnover can also lead
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Low morale within an intended user group can also prove to be a serious problem. In some cases we have observed, groups felt that new media services were taking money away from other projects that, they felt, were more needed; in other cases, low morale made intended users generally negative about any changes in the way they worked.
Social and Career Aspirations of New Media Users: The Case of Telecommuting
Telecommuters are people who are employed by organizations but spend one or more days a week working from home or a satellite office. The number of telecommuters in the United States has grown steadily over the past decade, reaching approximately ten million by the mid-2000s.1 The scope for telecommuting has been greatly enlarged by advances in technology and telecommunication networks—in particular, by broadband, powerful personal computers, and improved corporate IT systems. Most telecommuters like the flexibility it brings in their schedules and the reductions in the cost and hassle of travel to work. Employers like telecommuting because it generally lowers their costs—for example, they need less office space—and because it sometimes helps them recruit or retain specialist staff.2
A minority of telecommuters do not like it, and many of these return to regular office work because they miss social contact with fellow workers, fear that they will find career advancement more difficult if they are seen less at the office, need technical support that is not available in the home, or cannot fight the temptation to goof off. Communication technology and corporate policy can help to solve or reduce some of these objections. Instant messaging, e-mail, and the telephone can provide some social contact; audioconferences or Web conferences can link telecommuters to meetings at the office; technical support can be provided over virtual links that let technicians literally take over personal computers from remote locations; and company policy can explicitly provide equal career advancement opportunities for telecommuters.
1Sue Shellenbarger, “When Working at Home Doesn’t Work: How Companies Comfort Telecommuters,” Wall Street Journal, August 24, 2006, D1.
2Mitchell Moss and John Carey, “Telecommuting for Individuals and Organizations,” Journal of Urban Technology 2, no. 1 (1994): 17–30.


Page 112 → In many organizational applications of new media the goal is an information exchange between experts and those in need of the information they can provide. This can raise some subtle but important issues. First, in some cases, there can be different perceptions about whether the flow of advice should be one-way or two-way. We saw one example of this in a service in which a group of research doctors were consulting with a group of practitioner doctors. The research doctors viewed themselves as experts who were providing advice to the practioners. The practitioner doctors, however, felt that they were the equals of the research doctors and could provide advice as well as receive it. It is also worth noting that information exchanges on the Web often blur the distinction between expert and novice. The Web as a medium fosters a sense of equality and a—sometimes dangerous—perception that all opinions are valuable. Second, in some community settings, people assume that all expertise needs to be imported from outside, but important latent resources or relevant expertise may exist within the community. Such resources may be more acceptable than outside experts, and utilizing those resources may strengthen the community.
User Issues Arising Both in Consumer Applications and within OrganizationsMany user issues such as security, privacy, and the initial experience of the technology or service arise both in applications for consumers and within organizations. Security of information about users is a large and growing problem. Unfortunately, many of the measures undertaken to increase security get in the way of a good user experience. The issue is highlighted by “password hell.” At the workplace and on consumer Web sites, more and more new services require passwords. We know many people who have more than 50 passwords. At some universities, each student or faculty member must have 10 or more passwords just to use the university’s Web site. Many corporate networks are even more onerous, requiring multiple passwords and mandating that users change them every month. As a further protection, systems require long passwords that mix letters, numbers, and symbols. In the real world, we have observed that many workers, often in open cubicles, write down all their passwords on post-it notes and stick them onto their computer monitors in plain sight for all to see.
Many consumers avoid sites with strong password restrictions. One research study of a new Web site for a credit card company had particularly strong password requirements. Users were brought into a laboratory and asked to create a password and navigate through the site. After hearing the password requirements, one person after another said, “I’ll never use this site.” The company’s director of security, who was observing the users’ behavior from an ad-
Page 113 → jacent room, responded, “Well, people are just going to have to change their behavior.”
Users’ privacy involves a complex set of issues. Many people (for example, those who worry how information collected about their visits to Web sites will be used) view privacy as a major concern, while others (for example, those who display intimate videos of themselves on Web sites such as YouTube or Facebook) do not. New media can threaten privacy, as in the case of ubiquitous mobile phone cameras, camcorders, and surveillance cameras in public locations, or provide privacy, as in the case of Japanese teenagers who use text messaging at home to have private communication with friends. (Telephone conversations can be overheard by parents.) We have encountered some privacy concerns in organizations that use video teleconferencing systems. These concerns often are related to whether people out of the view of the camera can see and hear what is being said or to whether a video recording is being made. Such concerns may be justified or unjustified. Where they are unjustified, they may be alleviated if the system and its procedures are explained to users. One criminal justice application used a two-way video system for arraignments. The person being arraigned was in one location, while the public defender and judge were in another. The public defender’s office demanded a means of private communication with clients, outside the earshot of the judge and police. Meeting this requirement (with a telephone call that others could not overhear) was essential for the acceptance of the new service even though the private telephone links were rarely used. User privacy needs to be addressed in implementing new media services, but it has not been an insurmountable obstacle in the applications we have studied.
We have touched on the importance of having a user’s initial encounter with a new media service be a positive experience. Disappointed users are unlikely to return or to recommend services to others. At a later stage, within the context of successful prior experience, occasional difficulties are less serious. Yet problems are most likely at the start: technical malfunctions are more probable; users are more likely to make mistakes; and there is less understanding of how to manage or work around problems. The lessons are clear. It is not wise to release a new media service that has significant technical problems; more technical support is needed at the launch of the service, when bugs are more likely; and, in many cases, it is helpful to release beta versions of services to groups of technically proficient users, who often enjoy playing with the latest technology, identifying bugs, and making recommendations about how to improve it. Some new media technologies or services can be introduced in stages, ensuring that the first stage provides a positive experience before later components are added and thus buying time to develop them properly.
Page 114 → The Smart Card Trial in Manhattan—Not Ready for Prime Time
A smart card can provide a faster and more secure alternative to a credit or debit card. Smart cards each have an embedded computer chip that incorporates its own processing capability and can store very much more data than a magnetic stripe. One of their many uses is as a stored value device. In this case, funds are downloaded to the chip’s memory from a customer’s bank account, and when a payment is made via a special reader, the memory is updated to store details of the transaction and the credit balance remaining. During such a transaction, there is no need for a telecommunications connection between the reader and a central computer, as there is when a credit card relies on a magnetic stripe. Smart cards are in much wider use in Europe and Asia than in the United States. One contributing factor to the slow development of smart cards in the United States was a major trial conducted on Manhattan’s Upper West Side during the late 1990s.1
Large local banks issued thousands of smart cards, and 650 merchants participated. The goal was to replace credit cards and cash for a range of transactions, including the purchase of small items such as newspapers. Since transactions would not have to be authorized by computers over telephone links, the smart card was expected to be faster—good for the merchant and good for the customer. But the service was slower than either a credit card or a cash transaction; card readers were placed out of the way in stores; and consumers told friends that the smart cards did not work well. Such early experiences gave both merchants and customers negative impressions of smart cards, and the failed trial cast a pall over smart cards in the U.S. market for years.
1Patrick Lambert, “Smart Cards: From Manhattan to the Web,” Business Week Online, June 22, 1998.


The implementation process, through product design and training, needs to address how users interact with the new media technology or service. Two of the issues that arise here are social conventions and the user interface. Social conventions are the unwritten rules about how people interact with others face-to-face or through technology. They tell us to say “Thank you” if someone holds a door open for us or “Hello” when answering a landline telephone. Social conventions may change over time or vary by culture or region, and, central to our discussion, they are linked to specific media. In an organizational setting, it is sometimes possible to develop and teach social conventions through training sessions. Consumer applications generally develop their own social conventions over time, a process that can be a problem during the implemen-
Page 115 → tation stage. When the Web was first introduced to the public, social conventions in user forums were inconsistent. In the early days of e-mail, there were no emoticons such as :) to indicate wry comments. And, SMS abbreviations such as cu (see you later) took time to develop. In the short term, when there are few or inconsistent social conventions, users sometimes misinterpret what others intended to communicate. During the early years of e-mail and online bulletin boards, people would often angrily flame about messages they had misinterpreted.
The user interface is a principal component of new media design that affects how people interact with technology and with other people through technology. The user interface includes the design of the hardware (size, shape, number and location of buttons, and so forth) and the design of on-screen navigation features. In a rational world, the design of a new media product or service would precede implementation. In our experience, however, many new media products are rushed to market with incomplete or bad designs that must be changed during the implementation phase. Generally, insufficient time and attention are given to the user interface before and during implementation. Another problem can arise when the designers want to make radical changes from what users have experienced with other products and services. It is necessary to balance new design features that may enhance the new media product or service with a design that is consistent with major navigation features that users already know from experience with other services.
Designing an effective user interface takes time. We know of one company that assigned 12 people to the task of designing a remote control. It took six months, but they got it right, and the product was launched to rave reviews. We know of a publishing group that assigned 10 people to the task of designing a Web site that could handle complex transactions. They required 18 months, testing the product with end users in three waves and adjusting the design based on what they learned, but they got it right and the service worked flawlessly as soon as it was launched.
When pressed for time and forced to roll out a weak or incomplete user interface, the chances for successful implementation are reduced. Even when the user interface appears to be adequate, it is important to get user feedback during the implementation phase and make adjustments. Most applications do not get the user interface completely right by the start of implementation.
Equipment IssuesMany technical issues are associated with the implementation of new media equipment—for example, reliability and the speed with which necessary re-
Page 116 → pairs can be made. Social and psychological issues associated with equipment, such as feeling comfortable using it or how location can influence people’s use of it, have received less attention. We will treat both. Differences also exist between equipment issues in organizations and in households.
Nuts-and-Bolts Equipment IssuesMatching equipment characteristics to user needs and situational constraints requires considerable attention. We have observed many mismatches: a remotely controlled zoom lens was too slow for a crisis situation in a hospital setting; the wrong microphones were selected for a situation in which there was much background noise; a Web site used advanced software and high-end graphics for an education application directed toward schools with older computers that could not display the content; and an application used video monitors that were too small for users with poor eyesight. Knowledge about the user group and the situation where equipment will be placed must inform the criteria for selecting equipment. One constraint is a policy in many organizations, especially government and publicly funded institutions, of accepting the lowest bid for equipment. It is foolhardy to choose equipment exclusively based on the lowest bid. While cost is obviously an important criterion, it is only one element that should be employed in the decision-making process.
In general, it is better to purchase off-the-shelf equipment, which is cheaper and more readily available than custom or untried equipment, as long as it meets the application’s needs. Installation and repair of equipment are so important that the quality and availability of those services should be part of the criteria for selecting equipment. Equipment frequently needs to be changed after projects are under way for a variety of reasons: the original choice was not appropriately matched to the needs of users, was too costly to operate, or did not perform as specified by the manufacturer. Anticipating at least the chance that this might occur, the project team needs to build flexibility into the budget and the implementation timetable.
A related issue is whether to choose a high-tech or low-tech solution. In general, high-tech solutions provide more options, are often easier to use, and are more attractive to groups such as young adults who like bells and whistles. However, they are generally more expensive and can bring reliability problems with them. Low-tech solutions are typically less expensive, are more reliable, and provide a familiarity that is attractive to many adults. However, low-tech solutions sometimes involve older equipment that needs more frequent repair, and the technology may become obsolete.
In order to choose sensibly between a high-tech and a low-tech solution, it is important to ask what are our technical skills and resources and whether
Page 117 → our group can manage the technology and repairs or will we rely on a vendor. In general, it is wise to match the demands of the technology with the technological skills within the organization concerned. Bleeding-edge technology (the latest and most advanced) should probably be limited to groups with significant technological and financial resources. For others, it may be better to stay a few steps behind the cutting edge while trying to avoid technology that will become obsolete overnight. It is important to monitor technological change and distinguish what is significant and relevant from what is marketing hyperbole.
The Value of Simplicity: Lessons from Telemedicine
Telemedicine seems to be reinvented every five years, though its origins can be traced to the nineteenth century, when some doctors diagnosed ailments by asking a series of questions via telegraph. The lessons about what does or does not work well in telemedicine have been repeatedly learned, forgotten, and relearned. In recent years, telemedicine applications have surged, in part because of the aging of the population and a need to monitor people at home. Some applications are decidedly high-end, such as operations performed by robots controlled by surgeons hundreds of miles (or more) away. Some of the most notable successes in telemedicine are, however, strikingly simple, cheap, and effective: e.g., nurses who follow up patients’ visits to clinics with phone calls to make sure the patients are following instructions.1 Such programs reflect lessons learned three decades ago in the Boston Nursing Home Project.2 In that project, individual members of a team of nurse practitioners made routine visits to senior citizens living in nursing homes at intervals determined by the individual patients’ general state of health. The nurses detected many conditions before they had deteriorated to the point that the patients would have had to make uncomfortable and expensive trips 
to hospital emergency rooms. On some occasions, nurse practitioners needed to decide whether patients should be referred to health care facilities or whether to administer tests or treatments. When physicians needed to be involved in this decision making, they could often be reached immediately by phone; where helpful, the results of simple, on-the-spot diagnostic tests (e.g., using portable EKG equipment) could be communicated to the physician over the telephone. The system’s effectiveness and overall cost were significantly superior to those of a control group of nursing home residents whose health care was provided in the conventional manner.
1Elena Cherney, “New Ways to Monitor Patients at Home,” Wall Street Journal, April 18, 2006, D1.
2Martin Elton and John Carey, Implementing Interactive Telecommunication Services (New York: New York University, Alternate Media Center, 1977).


Page 118 → What are the weaknesses or flaws in a technology that is being considered for use in a new media project? Some of them are hidden by the manufacturer and may not show up until a project is launched. They can often be detected through testing or by talking to people who have already installed the technology. The weakness may be deadly for the intended tasks or it may be something that is not crucial to successful use. Voice recognition technology, for example, works for some applications but is not ready yet for free-flowing speech from an unknown person calling an automated service center.
Users generally expect a high degree of reliability from equipment. When they do not get such reliability, their reactions vary in relation to their expectations (e.g., physicians are less tolerant of equipment breakdowns); the degree of their need (if the new media technology is the only way to get a vital service, problems are more likely to be tolerated); whether use is voluntary; and other positive aspects of the experience (e.g., whether they enjoy using the system). To safeguard against unreliable equipment, it is useful to build redundancy into the technical system. In this way, alternative or backup equipment can be used rather than losing service entirely or continuing with bad equipment
When Equipment is Not the Problem
A cable television company decided to implement an advanced two-way PDA system for its installers in the field. Installers had previously used two-way radios or mobile phones to call the dispatcher for information about subsequent assignments. The new system had many advantages, such as a large information display and significant data storage, as well as e-mail and an instant messaging capability for communication with the dispatcher and other installers. The company conducted a pilot test of the new system with a few dozen installers. They initially complained about the equipment and the system, and some installers wanted to return to the old way of doing things, which they preferred. An investigation showed that while there were some equipment problems, they were minor. Direct observation of how the installers and the dispatchers used the new system pointed to the real culprit. Under the previous system, users had developed social conventions, including simple pleasantries at the beginning and end of conversations—e.g., “Thanks,” “Talk to you later,” “How ya doing?” However, they had not yet developed a new set of social conventions for use with the new system. Furthermore, it was difficult to enter text using the device’s tiny keyboard—a strong disincentive to adding any language that was not strictly necessary. It became clear that the main problem was social, not technical. The solution was to add a component to training sessions that taught them the contemporary shorthand of text messaging and acknowledged the importance of simple social pleasantries.

Page 119 → until repairs can be made. In some cases where no immediate fix or alternative is available, it helps to identify how or where equipment is unreliable. One company we studied began to use an advanced mobile phone for field workers but had problems with gaps in coverage areas, resulting in many complaints. When the company provided workers with maps detailing areas where coverage was poor, unreliability became more predictable and complaints were reduced.
Many managers of new media projects have told us that the installation of equipment presented more problems than they expected. Relatively few individuals in large companies (and even fewer, of course, in small companies or nonprofit organizations) are highly experienced in installing advanced new media systems. Installation nearly always involves debugging. Often, insufficient time and personnel are budgeted for this task. Debugging consists of at least two phases. The first phase involves those problems that the installers or technical staff uncover. The second phase involves those problems that are discovered only when users get their hands on the equipment.
We have heard many nightmare stories from projects that depended on installation assistance from a faraway company. A potential installer who will not be available to come back many times for repairs and debugging should not be regarded as adequate. Project managers who have reported satisfaction with how equipment works have a common element: a first-rate technician on-site or available on a regular basis.
Location, Location, LocationThe location of equipment can have a significant impact on usage of technology in organizations. There are at least five issues associated with it. The first is the physical distance between a user and where the technology is located. Proximity encourages usage. It does not appear that any precise distance can be assigned across situations or technologies beyond which individuals will not use a system. When users report that equipment is “too far away,” it is a matter of that person’s perception more than a measurable distance. Selection of locations for equipment is often a matter of accepting what is available. It is unlikely that good space is ready and waiting to be used in most existing office buildings, hospitals, schools, and so on. In one case, the space for the new media system was not secure. To prevent theft, the organization locked the equipment in a closet and provided the key to a supervisor. Finding that person and arranging to unlock the closet was a significant nuisance and negatively affected the service. Difficulties in finding nearby and easily accessible locations for new media equipment have arisen in many of the projects we have studied.
Page 120 → Turf is a second issue. In most organizations, different groups have different areas of a building assigned to them—a floor or a row of cubicles that they consider their turf. Locating equipment on the home turf of intended users encourages them to make greater use of it. A third issue is the normal traffic patterns of intended users. Locating equipment where people normally travel in their everyday routines affects perceived ease of access and encourages usage. A related issue is the existence of perceived barriers such as stairways, elevators, and security checkpoints. We have heard people say, “If I have to take the elevator downstairs, walk to another building, go through security, then walk upstairs, there is no way I’m going to use it,” even though the journey might take only a few minutes. Users also expect that technology will be portable and therefore available wherever they wants it. In some cases (e.g., teleconferencing equipment), equipment must be placed on movable carts. In other instances (e.g., Blackberries, PDAs, and advanced mobile phones), each person must receive a unit of the technology and carry it with them.
It is useful to determine the social definition of the space where equipment will be located and whether the definition is compatible with the usage intended. For example, are executives expected to use a modern Web conferencing system with whiteboards and other new gadgets in what was previously a storage room? This may pose less of a problem if the room will be altered significantly for the new application. Also, some groups (e.g., students) are more malleable than others (e.g., bankers). If a space is used by multiple user groups, who are they, and will they have an impact on others who would not want to be associated with them and their applications by sharing the space? Dedicated space is clearly better. Problems may also arise from proximity to undesirable spaces. For example, outside noise and smells drifting in from an adjoining cafeteria have negatively affected some applications.
If a new media service links groups in separate physical spaces, as in audio-, video-, or Web conferencing, are they compatible? We know of one case where videoconferencing linked two groups of doctors, one in a university setting and one in a rural setting. Each group behaved appropriately for the space it was in, but this led to problems. The rural doctors dressed and acted casually, while the university doctors dressed and acted more formally. The rural doctors thought the university doctors were snobbish, and the university doctors thought the rural doctors were boorish. Had either group visited the other, they would likely have adapted to the other’s social space and been more compatible.
The Web provides an opportunity and a challenge to create a virtual space that users enter into, leaving the social space they are in, at least psychologically. Avatars (iconic representations of a person in the virtual space) can fur-
Page 121 → ther reinforce the entry into another space. Video games are all about virtual space, and many people derive great enjoyment when entering these fantasy worlds to battle demons, take part in adventures, or build virtual communities. We have seen fewer examples to date of successful virtual space applications for more down-to-earth tasks in organization such as education business or health care. However, virtual worlds have received renewed attention. Many observers advocate the use of virtual worlds in a broader range of settings, and much research is under way to measure their effectiveness and impacts.8
ComfortUsers need to be comfortable in both a physical and a psychological sense. Physical elements that affect comfort include the design of chairs, glare from lights, and cramped space. These factors can affect perceptions about the system or service as a whole. Many issues related to physical comfort are easy to identify. If members of the implementation team find the lighting or chairs uncomfortable, users probably will too. The difficulties that have arisen generally resulted not from a lack of concern about physical comfort but from the project team’s inability to do enough to correct the problem—for example, a cramped room may be the only available space. It is a different matter with ergonomic issues such as the angle of a computer monitor or the height of a chair at a workstation. We have been surprised by the number of business, university, and library computer environments that have terrible ergonomics: for example, users may have to look up at an angle to see the monitor and then down sharply to see the keyboard, or chairs may be too low for a desk, forcing people to type with their forearms raised above their elbows. Many implementation teams apparently do not notice that something is wrong, and users often notice only that after a few hours at a workstation, their backs and necks ache or their wrists are painful. Simple guides about appropriate ergonomics for computer use are readily available.
Seemingly minor psychological elements in a new media environment can also affect users’ attitudes toward a system. When using a two-way video teleconference system, some users worry that outsiders who are not part of the teleconference can see them. Potential embarrassment is another concern, especially when a person is using a system for the first time, since few people want to look foolish in front of others. The social definition of the space, discussed earlier, can also influence psychological comfort. Does it match the tasks to be performed? For example, a room with open access and people passing by is not psychologically appropriate for tasks that require privacy or a high level of security.
Page 122 → Consumers and EquipmentMany of the equipment issues that pertain to organizations affect consumer applications of new media as well, but people at home or in mobile settings have some unique requirements. Many of these are known and can be incorporated into product development and planning. Others will be discovered only after the new media product or service is introduced—another argument for building flexibility into the implementation phase so that changes can be made. Our treatment of consumer issues emphasizes the U.S. environment, with a caveat that household environments in other countries often differ markedly.
U.S. homes vary from small studio apartments to very large houses. In smaller apartments and homes, space for equipment is an important issue. On the one hand, the miniaturization of equipment (e.g., laptops replacing desktop PCs) and the combination of multiple devices into one box (e.g., a personal video recorder inside a cable box) have helped to alleviate space problems. On the other hand, large-screen HDTVs and larger computer monitors have increased space problems in some households. Open floor architecture, where walls do not divide a space into separate rooms, presents a challenge for new media with sound, which will leak into other areas unless listeners use headphones. If two or more devices are playing at the same time, the sounds mix. Some people tolerate such mixing, while others find it distracting.
Wireless networks have provided a solution to wiring problems. The combination of a laptop, broadband Internet access, and a wireless network is a powerful tool for accessing information and entertainment. The wires needed to connect different items of equipment or to recharge portable devices still present two problems. One is that they can take up space—for example, many households set aside space on a counter or a desk as a recharging station for multiple devices. The other problem is that some people find wires ugly. We have studied households where one spouse resisted a new media technology unless a partition or custom cabinet would be built to hide wires.
The social definition of a space and turf apply to households as well. Some spaces are work areas where people may resist technologies that are purely for entertainment. However, many homes mix work and entertainment in the same space. Turf issues arise when some household members are not welcome in certain rooms—e.g., teenagers generally do not want adults to spend time, let alone hang out, in their rooms; a home office may be off-limits to all but the people who work there. Equipment that is placed in these off-limits spaces is not likely to be used by multiple household members. A useful question to ask of a new media technology is: will it be a personal unit used by one person or a multiple user device? Many new media technologies—TVs, telephones, and home computers—have evolved from multiple-user to single-user devices.
Page 123 → Households, in turn, adopted multiple units of the technology to serve individuals rather than the family.
As noted, design and implementation of products are interrelated, as demonstrated by issues such as the reliability of equipment in households, which is surprisingly complex. Shouldn’t all technology be as reliable as possible? It depends. Who will use the equipment, and how are they likely to handle it? A 15-year-old male might be expected to treat a product more harshly than a 
40-year-old female. What is a product’s expected life cycle? TVs are expected to have a long life cycle; mobile phones a short one. It may be argued that mobile phones are replaced frequently because they break easily. This is partly true, but they are also replaced because new features are released at a rapid rate, and many people want to get the latest. Reliability affects price. Many parts in a new media product come with a rating, which may be expressed as an expected lifetime in months or years or as amount of use. For example, an earphone jack has a rating for how many times the earphone can be plugged in. A 50-cent jack may have a rating of 300 uses; a $3 jack may have a rating of 5,000 uses. The implementation team must estimate how often the jack is likely to be used (higher for an MP-3 player, lower for a laptop). Designing a product may involve 30 to 50 such decisions, each of which affects cost and overall reliability. Poor reliability can have many negative effects, among them bad word of mouth, negative reviews, and costly recalls.
It is generally not possible to train consumers in the use of a new media product. Our research indicates that quick-start guides and calls to customer service are the most widely used instructional aids. Alternatives exist in some cases. If the new media technology or service is installed (e.g., by a cable or telephone company), the installer can provide some training. However, installers are often under time pressure and may skip training or give it short shrift, and the person who needs training may not be home when installation takes place. Trainers sometimes emerge naturally: a member of the family is technically proficient and trains others; or, a neighbor or coworker drops by to help. The need for training is affected by a technology’s complexity and design. Resisting all the bells and whistles that are possible in a device and spending time on a transparent user interface can reduce the amount of learning necessary to use the technology.
One way to provide support for consumers is through customer service. Customer service calls tend to be front-loaded—i.e., most calls come in the first 30 days after a new media technology or service is acquired. Such calls can be very expensive, and many companies try to divert calls from live staff to automated telephone response systems and to offer relevant information online. Some compromise by providing live online help, which is cheaper than telephone calls to customer service but still provides contact with a real person
Page 124 → who can respond to users’ specific questions. Automated response systems and online help can answer many questions and may be reasonable parts of the solution. Many companies, however, go to extremes, making it very difficult for users to contact live customer service representatives. This option often is not on the menu of a voice response system, and customers must try to figure out how to break through the wall of canned responses. Indeed, third-party Web sites have been created to help consumers learn the secret codes that provide access to live people at customer calling centers. From an implementation perspective, it is important to find the right balance between saving on customer service costs and making users angry.
Equipment standards affect consumers in several ways. A lack of standards—for example, two or more incompatible technologies providing the same service—can confuse people and make them reluctant to adopt the technology until a unified standard is created or a winner emerges among the competing standards, as was the case for the two high-definition DVD standards. Standards issues arise not only with the core technology but also with components built into a device. Here, a lack of standards can increase costs in ways small and large. Many mobile phones have a jack for an earpiece that is not compatible with the standard plug for earphones. Anyone who wishes to use such a mobile phone for audio or video must purchase an adapter or a second set of earphones, adding cost and decreasing convenience. Why don’t companies standardize parts? Many see nonstandardized parts as a revenue generator; others are motivated to use proprietary technology so that consumers become locked into the service provider. Very few batteries and battery chargers for mobile phones, digital cameras, MP-3 players, and other portable devices, for example, have compatible batteries or chargers. People traveling must carry two, three, or more chargers to provide for all their portable media.
Page 125 →  Four //User ResearchIn telecommunications research, too much emphasis has been placed on technology and not enough on human behaviour and organizational dynamics.
—Alex Reid

This chapter discusses research that seeks to understand users at the individual rather than societal level. Such research may be conducted either at the level of a particular service or type of service (e.g., e-mail) or at the level of a medium (e.g., asynchronous computer-mediated text communication). It may focus on actual users of services that are already available or on potential users of services that are as yet available only on a limited basis or that are still to be developed. Using the term in its broad sense, we will refer to such research as user research. The term is also frequently used to refer to the much smaller field of activity centered on “usability” testing—for example, testing a prototype Web site to find out if real-world users understand what is offered and can navigate comfortably within it.
While user research is just one of many different types of research—pure and applied, quantitative and qualitative, from a wide variety of disciplines—that have been undertaken to investigate new media, it is the most relevant to the issues with which this book is concerned. Moreover, the understanding this research seeks to provide is essential to the analysis of a variety of important issues at the intersection of new media and such fields as mass media, public policy, health care, and many others. While some user research is pure research (in the sense that its objective is to develop theory rather than to contribute to decision making or the development of policy), much is applied research. Before many new media services became established, applied user research was typically directed to such questions as
	For what purposes might it make sense for different kinds of people to use a particular service?
	How would this service’s effectiveness for specific purposes compare with that of established ways of pursuing those purposes?
	Page 126 → How acceptable would the service be to different types of people for different purposes?
	If intended to serve a specific function, how well does it serve that function; if intended to entertain, how entertaining do potential users find it?
	How should the service be used to best effect?
	How should associated equipment and content be designed?
	How should the service be priced and promoted?
	What effects would use of the service likely have on people’s perceptions, attitudes, or relationships with one another?
	What would be the probable side effects of using the service?

Now that the use of new media is widespread, corresponding questions are also asked about actual rather than potential services.
Although differences exist between pure research that seeks implications for theory and applied research that seeks implications for action, whether a particular study was undertaken as one or the other usually matters little, if at all, to readers who encounter it in the open (i.e., nonproprietary) literature. What matters are the actual findings and the rigor with which they were obtained; the latter can be assessed in the customary fashion. (Often, of course, proprietary research undertaken within a corporation or by a private consulting firm is not published.) Leaving aside market research, the same range of research methods has been used in each type of research (though field trials, since they require very large budgets, have naturally tended to be undertaken as applied research).
From the 1930s until the late 1960s, user research on new media was limited to—one could say bottled up within—educational research and ergonomics. The former goes back to the 1930s and was principally concerned with the relative effectiveness of different media for teaching, rarely finding much difference in effectiveness between use of the face-to-face mode and the media of radio, television, and later teleconferencing.1 The latter, also termed human factors, was pioneered at Bell Laboratories in the 1940s and focused mainly on the design of the telephone handset.2 (It is of little consequence here that the early ergonomics should probably not be regarded as relating to new media inasmuch as the telephone was well established by the 1940s.)
From the late 1960s to the mid-1970s, the field expanded rapidly, driven mainly by interest in whether and how emerging communication systems could be put to worthwhile use. In the United States, the United Kingdom, and Canada, government agencies played an important role in jump-starting research, often initiating it rather than responding to unsolicited proposals. Although the telecommunications industry spent considerable amounts on research and
Page 127 → Differences Between Pure and Applied User Research on New Media
The key difference between pure and applied research on new media lies in context rather than methodology. In pure research, context is provided mainly by the current state of theory. In applied research, a key part of the context is the existence of clients with decisions to make. In consequence, applied research is often not worth undertaking if findings are unlikely to be obtained in time or are unlikely to affect decisions; conversely, other uncertainties may be worth addressing even when applicable methodologies are relatively weak.
Important differences exist in the two value systems. While significant findings of pure research are very likely to be published, such is not the case for applied research unless it is funded by public agencies or foundations: the published results of successful research undertaken or commissioned by a firm could well help competitors. However, unpublished research lacks the quality controls offered by peer review prior to publication or open review thereafter.
Another unfortunate aspect of keeping research results confidential is that they may well perish, particularly in the case of in-house reports of research on the early lives of new systems and services. After the immediate needs that led to the research have passed, the reports are generally regarded as having little if any value. Corporations are reorganized or taken over, researchers move on, and in-house reports are lost or thrown out. In some cases, companies have been unable to locate internal research reports just a few years old that contain valuable information. And research findings or data that would have no future commercial value to the company concerned (or its competitors) might well have a value within the wider research community.
The lack of communication between pure and applied researchers can be striking. For example, to the best our knowledge, one annual convention of the International Communication Association included not a single researcher from the media industry, though the gathering took place in midtown Manhattan, within spitting distance of a dozen of the largest media companies in the world. The situation is only slightly better at media industry conferences and conventions, where only a small group of academics may attend.

development for the new technologies, it was slow at first to recognize the contribution that user research might make. Until the arrival of the Picturephone, the huge monopolies that dominated telecommunications services perceived little need for marketing and hence for understanding users; they had moved from a rationing mentality (“You can have a telephone in any color, provided it is black”) to a Field of Dreams mentality (“Build it and they will come”). The industry was shaken out of this complacency for two reasons: (1) the unexpected
Page 128 → difficulties encountered in selling the Picturephone in the United States and a few years later in selling videoconferencing on both sides of the Atlantic and (2) companies’ desire to have a presence in the rapidly growing field of user research on their technologies. Table 4.1 shows some of the major publicly funded research programs and projects initiated between 1969 and 1975 in the United States, the United Kingdom, and Canada.
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Page 129 → Looking back, one can distinguish three eras of user research. The first was dominated by work in the fields of education and of ergonomics. The second, starting at the end of the 1960s, was given over mainly to work on emerging media, which, with a few exceptions, did not become established as soon as proponents had expected. It was a time of research on potential services more than on actual services. In hindsight, it can be seen as the calm before the storm.
In the third era, which started in the 1990s and was ushered in by the Internet and the online services that rode on it, the research scene has changed beyond all recognition. Drawing in many researchers from other fields as it continues to expand rapidly, it exhibits some of the same characteristics of vigor and unruliness as the Internet itself.3 But while failure to accept conventional ways of doing things has lain behind much of the success of Internet innovators, thumbing one’s nose at the principles underlying sound research would hold little promise.
In our view, it is too early for confident assessment of the value of the user research undertaken in the first decade or so of its present era. For this reason, our comments on differences between the second and third eras of user research will be somewhat brief. Most of the chapter focuses on the quarter century of research that started around 1970, with an emphasis on interesting lessons this research provides about methods rather than on findings. Much of the associated research literature is not freely available (in either sense) on the Web. Those who want to delve more deeply may need to rely on libraries for books or for their subscriptions to online journal archives.
The Emergence of a New Field of Research: The Late 1960s to the 1990sAs table 4.1 suggests, in the late 1960s and the early 1970s, government agencies’ practical concerns created a demand for user studies of new media. The 1973 oil crisis added to this demand, since telecommunications were seen as a way to reduce transportation and associated reliance on foreign sources of energy. At an international level, the cold war provided incentives for Western governments to develop advanced technologies, and competition among Western countries spurred the development of new telecommunication services. As a consequence of these domestic and international pressures, government agencies in Washington, London, Ottawa, and beyond began to believe that some emerging forms of telecommunication could play an important part in helping solve some of the problems that fell within the agencies’ areas of responsibility. The need to explore this potential created a situation in which funds sought researchers as much as researchers sought funds.
Page 130 → Since the relevant technologies were for the most part interactive rather than one-way, mass communication theory and research were not well positioned to make a significant contribution. With the important exception of Everett Rogers and a few others, scholars of mass communication were strikingly absent from the field until the explosive growth of the Internet commanded their attention about 25 years later. User research might have grown within or branched out from the field of ergonomics, but despite some early studies on videoconferencing by celebrated ergonomist Alphonse Chapanis,4 it did not do so, possibly because of the difference between focusing on people using a particular piece of equipment in a particular setting and focusing on people communicating at a distance via particular media. It is understandable that there was no significant contribution from research on the relative effectiveness of media for teaching and from those who conducted such research. The latter’s well-established research paradigm involved controlled experiments in which subjects were taught the same content via different media in natural environments, with effectiveness measured by, for example, test scores. It is vastly easier to use this approach with teachers and their students than, for instance, with health care professionals and their patients, salespeople and their customers, judges and defendants, or civil servants and other civil servants or the public. The educational setting offers an ample supply of subjects, readily available and accepted measures of outcomes, and little risk to subjects’ performance and well-being.
Outside the field of education, researchers from a very wide variety of disciplines examined new communication media and technologies, generally working in interdisciplinary teams. Most research projects fell into one or more of the following categories:
	Studies of the perceptions, attitudes and intentions of potential users.
	Controlled experiments in a laboratory environment.
	Field trials and demonstration projects.
	Controlled experiments in natural environments.

Different approaches had different strengths and weaknesses in providing indications of the future use and usefulness of new media in particular settings (i.e., for the specific purposes of certain types of users in certain situations). For some research questions, certain approaches could not be applied: for example, it was not possible to investigate two-way cable television by means of a controlled experiment with one group of towns having a two-way cable system and a control group of towns not having it—installing the necessary infrastructure in the treatment group would have been too expensive.
Page 131 → Studies of Perceptions, Attitudes, and IntentionsThe simplest way of investigating the possible use of a new communications technology is to describe or demonstrate it to possible users or let them try it out and then use questionnaires, interviews, or focus groups to find out what they think. This approach is associated more with the market research field than with noncommercial research. Unfortunately, however, whether the studies were conducted by market research professionals or by others, responses usually provided seriously misleading indications of future use: even though participants were often positive about a technology, they—or others like them—typically failed to use it when given the chance to do so subsequently. Various possible explanations exist for this phenomenon: people can be dazzled initially by the glamour of a new technology; they may not be good at predicting how they will behave in unfamiliar situations; they may not take costs sufficiently into account; and they may not anticipate the technical glitches that will subsequently dampen their enthusiasm. Whatever the underlying causes, such studies commonly failed.
As far as focus groups are concerned, there really was no good reason for hoping otherwise. Although they have their place in, for example, helping to raise research questions or providing information that may be useful to designers of equipment or content, focus groups, not surprisingly, were of no value in indicating the kind and number of people who would use a new technology. Focus groups may be biased by moderators, any group may be dominated by one or two participants, and because participants within any group influence one another, it cannot be assumed that comments by different participants are independent. In consequence, there is no basis for assuming that the output is statistically representative of what would be found in the population that the focus groups may have been intended to represent.5
Controlled Experiments in a Laboratory EnvironmentAt the level of specific tasks that require communication either between people or between people and machines, controlled experiments in the laboratory are very well suited to the rigorous comparison of new and established media or technologies—for example, performance of a task undertaken using a videoconference may be compared with performance of the same task undertaken in a face-to-face meeting. Highly developed methodology is available for making comparisons in terms of the effectiveness with which the tasks were performed and of various other measures, such as subjects’ perceptions of effectiveness or their views about the outcomes. Creating a suitable technological test bed in a laboratory is very much simpler, faster, and cheaper than installing a service
Page 132 → in the field for an experiment or trial. When a program of laboratory experiments is undertaken, the program can be adjusted as the research team proceeds, since team members may decide on the specific objectives of a subsequent experiment in light of the theoretical implications of findings earlier in the program.
In the first half of the 1970s and primarily through a program of laboratory experiments, the Communications Studies Group (CSG) at University College London played a pioneering role in shaping research on users of new media
The Communications Studies Group
A 1969 planning grant from the United Kingdom’s Civil Service Department (CSD) led to the creation of the Communications Studies Group (CSG) at University College London under the sponsorship of the CSD and the British Post Office. The recipient of the grant and the director of the research group that emerged from it was Alex Reid, and the CSG’s primary goal was conducting research on the possible use of teleconferencing to replace a portion of the face-to-face meetings in business and government. The CSD’s interest in telecommunications stemmed from its need to know how telecommunications might ameliorate some of the “communications damage” that could result from the further dispersal of civil service work away from London, a topic on which it was conducting a major, multiyear study. The British Post Office’s interest followed from its then status as the monopoly supplier of telecommunications services in the United Kingdom and, as such, from its development of picture telephony and videoconferencing, among other technologies. In less than three years, the CSG had grown to more than 15 research staff and was being funded by more than 10 government agencies, foundations, and corporations in the United Kingdom, the United States, and Canada.
The CSG conducted a variety of studies—surveys of the types of business meetings in which people engaged, mathematical modeling, and cost studies—
but became best known for its psychological studies (directed by Brian Champness), especially its program of laboratory experiments that explored differences in outcome when using audio, video and face-to-face communication for different tasks. Most of the more than 30 controlled experiments involved communication between pairs of subjects, though a few extended to small groups. Reid obtained permission to build a set of laboratories in the Civil Service Training College, which provided him with access to a constant supply of middle-ranking civil servants as volunteers for the experiments.
It should be noted that, while one of the authors was associated with the CSG, its international reputation was well established before he joined it, the credit being due to Reid, Champness, and their colleagues.

Page 133 → and influencing scholarly studies over the next quarter century. Broadly speaking, the CSG experiments indicated that for many tasks—for example, information exchange and certain types of problem solving—performance would not be significantly affected by the choice among the three media. This finding implied that a substantial proportion of business meetings that occurred face-to-face could be conducted effectively by some form of teleconferencing. When differences were found among the media—for example, in tasks involving conflict and bargaining—perception of the other and coalition formation were sometimes affected. On the whole, however, video communication came closer to audio communication than to a face-to-face meeting. As would be expected, in some asymmetrical cases, audio communication worked best for one of the parties—for example, for civil servants defending positions in which they personally did not believe.
Actual experience in the teleconferencing field over the following 35 years—with the considerable success of audioconferencing and the lackluster diffusion of videoconferencing (see chapter 6)—was in line with the CSG’s conclusions. But broad generalizations do not do justice to the value of their detailed findings to the theoretician.6 Applied research made a significant contribution to the agenda for pure research: according to Ederyn Williams, the CSG’s and similar findings have identified “many media differences . . . though not as many as might be expected from a reading of the nonverbal communication literature. However, a unitary theoretical explanation for these differences has yet to emerge.”7
With more modest objectives, laboratory experiments may also be helpful as a preliminary step in a field trial. They were used, for example, to explore issues relating to the design of pages in a teletext system introduced in a field trial at the start of the 1980s (see chapter 4 appendix). For this purpose, it was straightforward to simulate the teletext system using a computer.
This kind of use is a reminder of an important point made by Edmund Carpenter in his classic essay, “The New Languages.”8 He and Marshall McLuhan had conducted a carefully designed controlled experiment comparing the teaching effectiveness of television and radio with the effectiveness of older media. They found—or so it seemed—that television was the most effective (for students and subjects of the kinds used in the experiment). However, in an exaggerated pursuit of rigor, they constrained the use of each medium in an attempt to ensure that the words used in each treatment were identical: the radio treatment was simply the sound portion of the television treatment, and the print treatment was the transcript. Consequently, they had the results of a comparison of the effectiveness of different media when none of them was used to best advantage. When they repeated the experiment with the form of
Page 134 → the teaching presentation tailored to each of the media, radio was the most effective and television came second. The wider implication is that it can be a mistake in laboratory-based research to insist that the experimental treatment (for example, a message to the subject) must be exactly the same and that only the medium be varied.
An associated difficulty has been little discussed in the research literature on media introduced since the mid-1960s (indeed, Carpenter’s essay rarely seems to have been cited in this literature): experiments on the use of new media may provide misleading results if the media are not used in at least a reasonably appropriate way. A variety of aspects may need to be considered here: how content is presented, how interfaces are designed, and how equipment is laid out, among others. But if a medium or technology is really new, how can one know when sufficient understanding exists of how to use it well? Though it may be impossible to provide a useful answer to this question with any confidence, it would appear sensible to have it in mind when conducting or reviewing empirical research in the field. It may be relevant not only in connection with qualitatively new media but also when substantial improvements have occurred in the associated technologies—when exploring the added value of high-definition video for certain purposes other than television programming, for example.
For one important reason, the value of controlled experiments has been even higher than might have been expected: the evaluation of new media has frequently produced surprises both in controlled experiments and in other research. Such results raise the issue of drawing conclusions that would be valid in the real world from results obtained in an artificial environment. Here, two lines of thinking need to be distinguished. The popular line regards the laboratory as an inevitably unrealistic microcosm but hopes that the results will be sufficiently indicative of what would happen in the real world. The scientific line, in contrast, holds the principle that such experiments allow the rigorous testing of hypotheses drawn from theory; if the hypotheses fail the test, the theory needs to be adjusted in light of the findings. Theory sound enough to provide correct predictions of what would happen in the messiness of the real world should enable acceptably accurate predictions of what would happen in the much simpler environment of the laboratory. When such is not the case, the theory must be flawed. The scientific perspective, therefore, allows strong conclusions to be drawn from surprising results in the laboratory: for example, “The results from the laboratory showed that there is something wrong with our understanding of the use of this particular technology or medium, so assumptions based on the same understanding about what would happen in the real world are also likely to be wrong.” This statement also holds if common sense rather than theory provided the shared basis for both the hypotheses and the real-world predictions.
Page 135 → Some Surprises
Past empirical research on the relative strengths of different media for particular communication purposes has sometimes produced surprises. This chapter discusses David Conrath et al.’s findings regarding physicians’ use of two-way video1 and Carpenter’s findings that radio was more effective than TV in certain settings,2 and chapter 6 discusses some unexpected findings regarding the relative effectiveness of audioconferencing, videoconferencing, and in-person meetings.
Other surprises have related to acceptability rather than effectiveness. For example, in one experiment, blind typists significantly preferred audio to Braille feedback when making corrections.3 In a field trial in the mid-1970s, British investigators were surprised by the high level of acceptability of a computerized telephone information service; its convenience apparently more than compensated for defects in the quality of its synthesized speech.4 Rather more surprising were the results of a trial by an American telephone company in the 1970s: consumers preferred to dial in credit card numbers to make long-distance calls from pay phones rather than speak the numbers to an operator; dialing them in was perceived as faster, although it actually was slower.
More recent surprises have included many consumers’ willingness to pay for radio (over 18 million U.S. satellite radio subscribers); millions of mobile telephone users’ preference for texting over e-mail and even over voice messages; the acceptability of two-way video for psychotherapy sessions; the finding that improving the audio quality of a TV signal creates the perception that video resolution is better; and why some people cannot see a difference between regular definition TV and HDTV. Particularly surprising, even if it is now just accepted wisdom, is the observation that people will pay for books, magazines, and newspapers in hard-copy form but not in electronic form to be read on their computer monitors (electronic downloads to mobile devices have broken the barrier).
1David W. Conrath, William G. Bloor, Earl V. Dunn, and Barbara Tranquada, “A Clinical Evaluation of Four Alternative Telemedicine Systems,” Behavioral Science 22, no. 1 (1977): 12–21.
2Edmund Carpenter, “The New Languages,” in Edmund Carpenter and Marshall McLuhan, eds., Explorations in Communication (Boston: Beacon Press, 1960), 162–79.
3R. S. Hirsch, “Procedures of the Human Factors Center at San Jose,” IBM Systems Journal 20, no. 2 (1984): 123–71.
4I. H. Witten and P. H. C. Madams. “Telephone Enquiry Service: A Man-Machine System Using Synthetic Speech,” International Journal of Man-Machine Study 9, no. 4 (1977): 449–64.


Page 136 → Although the selection or development of outcome measures for the standardized tasks used in controlled experiments is often conceptually straightforward—how long it takes to retrieve required information, how accurately radiological diagnoses are made, how well instructional objectives are met, and the like—it is often necessary to think beyond a one-dimensional measures ranging from bad to good. The use of one medium may differ from the use of another in several dimensions—for example, how well a task is performed, the time taken to complete it, and the parties’ estimations of how well it has been accomplished—being more desirable in some dimensions and less in others. Another situation in which there are effects on outcomes that cannot be placed on a single scale arises when there is conflict between the parties involved: what is better for one party may be worse for the other, as when the party with the stronger case prevails more often in the audio-only mode than in two-way video.9
Valuable as experiments employing standardized tasks and outcome measures have proved in research on new media, usually they are possible only in the artificial environment of the laboratory. This limits their usefulness in exploring a variety of issues. In laboratory experiments, the task is taken out of the context in which it arises naturally, potentially affecting subjects’ motivation to perform the task or their confidence in how well they did so. Such experiments are rarely applicable to the study of other than immediate outcomes. Moreover, the framework provided by tasks may be inapplicable, as in the use of interactive television for entertainment purposes. And laboratory experiments are not well suited to questions regarding when, how, and with what effects a particular system would be used if it were available in a natural setting. Trials and experiments in the field do not face these obstacles.
Another limitation of some laboratory studies is the use of available subjects—that is, college students—to compare media. Might the results of a laboratory study differ if another demographic group were used as subjects? Would such differences matter? If the end users of an intended service will be students or if the findings will be applied primarily to students, such discrepancies may not matter. If, however, the intended user group includes a significant proportion of senior citizens, for example, their skills, likes, and dislikes may differ in important ways from those of students.
Field TrialsIn considering past research in this field, distinctions among the terms field trials, market trials, and demonstration projects are of little significance. Customary use of language would suggest that uncertainties regarding how useful an innovation will prove should be lower in demonstrations than in trials, but such does not appear to have been the case in practice. Market trials are private sector
Page 137 → initiatives, while field trials are generally funded by public sector agencies. As a result, the former often include pricing issues among their foci, while the latter do not, and results from the former are much less likely to be publicly available unless they are subsequently thought to be useful for marketing or public relations purposes. Nevertheless, the commonalities among the three types of activity are much more important than their differences.
In all three, an innovation involving the use of communication technology was introduced into a natural setting in which it was expected to be valued, and a combination of straightforward research methods was used to explore how well it worked in practice and the effects of its use. The fact that the setting was natural did not, however, mean that the field trial would be realistic in all respects: for example, similar funding mechanisms would generally not be available for the application elsewhere; a site particularly favorable for the innovation might have been chosen for the trial; implementation might have a much higher level of support than could be expected at subsequent sites; and the people concerned would generally have known they were participating in a trial.
The assumption that the innovation would be valued was crucial: if the service in question was discretionary (those concerned could choose not to use it), little worthwhile learning would result if they did not chose to participate. Very often, however, preexisting options remained available, an unavoidable circumstance in the case of market trials and an understandable circumstance in many other field trials, since the innovation had not yet proved itself. As a result, use of the trial services was generally discretionary and disappointingly low. Hence the amount of learning of the kind that had been hoped for, was also disappointing.
For some research teams, the field trial had been preceded by other projects in an ongoing program; for others, it stood alone. Loosely speaking, the distinction was between treating the trial as part of a larger research process and treating the research process as part of a trial. Projects of the latter kind tended to fare poorly, which is hardly surprising.
If an innovation failed in a trial because it had not been well enough implemented, it was very hard to draw any conclusions about the potential value or lack thereof of the underlying concept. Services did not fail in field trials because the technology was too expensive; funds had already been made available. They did not fail because outdated regulations needed to be changed. Observers sometimes concluded that a service featured in a field trial had failed because “it did not meet a real need,” with the implication that no real need existed. Such a conclusion was unwarranted if it was likely that the service simply had not been implemented in a way that provided a good enough chance of success.
Implementation turned out to be much more difficult than expected for a variety of reasons (see chapter 3). In many cases, the process involved organi-
Page 138 → zational change, collaboration among different organizations, and/or the installation and maintenance of immature technical systems. When researchers rather than experienced managers were in charge of implementation, the associated management challenges were not of a kind that the project leaders would necessarily welcome, be experienced in meeting, and have budgeted for.
Underlying these challenges was the importance of service objectives relative to research objectives. The service had to perform well if utilization was to be meaningful, but this objective could conflict with research objectives, and not only because funds and time were limited. Conflict could arise, for example, if experience during a trial with a quasi-experimental design suggested that changes should be made to the technology or service in question; these changes in “the treatment” could make drawing conclusions about its effects more difficult. A different kind of problem lay in the fact that users sometimes needed to invest significant time and psychic energy to take advantage of a new service. Would it have been ethical to ask them to make such investments without making them aware that, however valuable the service proved, it might well have to be withdrawn when the research funds ran out?10
Planners of trials seem to have assumed that summative evaluation (informing external clients how well an innovation worked in practice) and formative evaluation (conducted to assist internal clients in the successful implementation of the innovation) were distinct activities and that only the former had lasting value. This assumption is open to challenge on both theoretical and practical grounds. On theoretical grounds, it would be challenged by proponents of action research, which has recently started to be applied in the field of new media.11 In addition, followers of operations research as it was originally developed in the middle third of the twentieth century rather than as it is practiced today might well observe that in its older form it could have provided credible evaluation as well as have minimized conflicts between research and service objectives. (Operations research was originally developed in World War II as a process in which teams of scientists from different disciplines supported military decision making.12 Today, it can be regarded as a specialty within management science, which emphasizes the use of mathematical models.) On practical grounds, one might comment that what usually matters most in a field trial is that the service in question should be used (an exception being if it is like a fire extinguisher, for use only in an emergency); otherwise, little useful research can be conducted. The complexity that is often involved in the implementation of new media means both that future use should not be taken for granted and that much of value to external clients may be learned from formative research.
After research (or demonstration) funding came to an end, the continued operation of those trial services that had attracted a sufficient level of worthwhile use and whose future running costs would not have been unexpectedly
Page 139 → high might have been expected. It might also have been expected that success would have led relatively quickly to the initiation of somewhat similar services at other sites. In fact, however, survival, let alone transfer, was decidedly problematic. The fates of four acknowledged successes from the mid-1970s to the mid-1980s are instructive. Although the city of Phoenix was more than willing to pay to keep the Picturephone system in operation following the criminal justice system trial, AT&T withdrew the system after concluding that the overall market for Picturephone would be too small for economic viability and that the cost of maintaining the experimental system would be prohibitive (see chapter 6). Warner Cable installed its interactive cable television system, Qube, in Pittsburgh, Cincinnati, Milwaukee, and Dallas after the moderate success of a market trial in Columbus, Ohio. Nevertheless, a few years later it started renegotiating its franchises and phasing Qube out in all these cities on the grounds that it was not commercially viable (see chapter 8). With funding mainly from community arts grants and local commercial sponsorship, the two-way cable television system for senior citizens, installed in a field trial in Reading, Pennsylvania, continued in operation after National Science Foundation funding came to an end, albeit with considerably less ambitious use of its two-way capability. However, the application never transferred to other cities, primarily, it would appear, because funding such a service was not regarded as being of a sufficiently high priority and the organizational costs of developing and maintaining such a system are high. For two reasons, the highly successful Boston Nursing Homes Telemedicine project (a controlled experiment in the field rather than a field trial, which is briefly described in the following section) almost expired when the experiment ended: budgetary inflexibility meant that federal monies could not be used to fund it even though the project would save the federal government more than it would cost, and it was almost impossible to find a hospital-based physician who would agree to be on call 24 hours a day. At the last minute, the state of Massachusetts stepped in with the necessary funding, and a suitable physician was found.
One of the lessons regarding public sector trials was the importance of preparing from the start of the project for possible success and transition to more secure funding (as had been done for the Reading project). A second lesson was that lower cost and readily available technology often trumps its more sophisticated and costly cousins, as in Reading and the Boston nursing home project. Unfortunately, it is often harder to obtain government and foundation funding for projects with simple off-the-shelf equipment and easier to gain funding for state-of-the-art yet untested systems.
A wide variety of methods were used to gather data about users and uses in this period. General concerns included the use of unobtrusive methods and the avoidance of intrusions on privacy. Most of the methods were well
Page 140 → Ethnographic Research
Ethnography is a form of qualitative research that emerged from anthropology in the late nineteenth and early twentieth centuries. Anthropologists used it to study distant cultures, visiting with and often living with native groups for months and sometimes years. These participant observers took detailed notes about customs, behavior, and cultural values. Many anthropologists used photography, audio, and film to record behavior and complement their written notes. Since the cultures under study were typically not well understood, anthropologists concentrated on very basic behaviors and customs, such as what people ate, how they dressed, the structure of their language, and the organization of ceremonies such as weddings and funerals.
By the mid-twentieth century, some researchers began to use ethnographic research methodology to study everyday behavior in developed countries. Erving Goffman was a key figure in this transition to the study of everyday life using ethnography.1 Beginning in the 1970s, scholars began to use ethnography to study media behavior. Europe took the lead, but researchers in the United States and Asia also adopted ethnography. By the twenty-first century, ethnography was widely if not universally accepted by many academics and commercial researchers and was used by Intel and NBC, among many other companies.
Ethnographers observe behavior in homes, businesses, and public places, conduct in-depth interviews, and identify patterns that reflect broader cultural values, new ways of communicating, and consumer attitudes. These observations and interviews are often recorded and subsequently presented along with written reports. Many ethnographers have studied behavior associated with mobile telephones across a broad range of cultures.2
Ethnography should be considered a complement to quantitative research methods. Both have strengths and weaknesses, but they mitigate each other’s weaknesses. Much of our research utilizing ethnography has been complemented by a survey or other quantitative measurements. In some cases, especially when there is little knowledge about behavior involving a new media technology, it is beneficial to start a research program with ethnography and follow it with a survey. Ethnography helps to discover patterns, and the survey can quantify how many and what types of people are using the technology in these ways. In other cases, ethnography is a useful tool to put qualitative flesh on the quantitative bones of a survey.
1Erving Goffman, The Presentation of Self in Everyday Life (New York: Doubleday Anchor Books, 1959).
2Laura Forlano, “Wireless Time, Space Freedom: Japanese Youth and Mobile Media” (paper presented at the University of Pennsylvania Digital Media Conference, October 2003); Lee Humphreys, “Mobile Sociality and Spatial Practice: A Qualitative Field Study” (PhD diss., Annenberg School for Communication, Philadelphia, 2007).


Page 141 → established—questionnaires, interviews, logs—and need not detain us here, though ethnographic methods also began to be used. Where a trial service was computer-based—for example, computer conferencing—a considerable amount of data was generated automatically; in other cases, it was necessary to prevent record keeping from becoming too much of a burden. Where a service was not interactive—for example, teletext—planners could consider installing a meter into terminal devices to capture usage data. All of these projects were conducted before the era of institutional research boards—and their stringent privacy requirements—at universities. The boards might have killed some of these research projects. How, for example, could one have protected the privacy of senior citizens in the Reading project when programs were transmitted to all cable subscribers in the city?
Controlled Experiments in a Natural EnvironmentFor the new media of interest in the 1970s and 1980s—principally, Picturephone and two-way television in business, government and health care, interactive cable television, computer conferencing, and videotex—it would generally have been impossible or far too expensive to meet the methodological requirements of controlled experiments in the field (in particular, treatment and control groups containing sufficient numbers of independent experimental units, no risk of contamination between the two groups, and a treatment that would be held constant for the duration of the experiment). However, two early telemedicine projects made good use of this approach.
In the early 1970s, the Boston Nursing Home Telemedicine Project, conducted by Roger Mark, who was at the same time a practicing internist and a member of the electrical engineering faculty at the Massachusetts Institute of Technology, showed that it was possible simultaneously to improve the quality of care provided to nursing home patients and to reduce the cost of the care with a telemedicine approach based on a team of nurse practitioners supervised by a hospital-based physician and using decidedly modest communication technology (principally telephones and Polaroid cameras). In a rigorously designed experiment, patients in the treatment group were drawn from 13 nursing homes, those in the control group from 11 others.13
Also in the early 1970s, David Conrath and Earl Dunn, a management scientist and a physician, respectively, carried out a multistage research program on telemedicine in Canada. The first stage was an observational study focusing on the extent to which primary care physicians used different senses when examining patients; finding the importance of the sense of touch, they concluded that nurses should be with patients when physicians were engaged in remote diag-
Page 142 → nosis. In the second stage, the researchers conducted a controlled experiment comparing four modalities to link physicians to patients and nurses—color television, black and white television, still-frame black and white television along with a hands-free telephone, and a hands-free telephone alone. Patients who came to a clinic seeking medical attention were invited to take part in a trial of telediagnosis as well as to receive an examination and, as appropriate, treatment by a physician in the usual way. More than a thousand patients accepted the invitation, enabling comparisons between the physicians’ diagnoses and decisions made via telecommunication links with those in person.14 The researchers found no statistically significant differences in diagnostic accuracy, proportion of supporting investigations requested (e.g., laboratory tests and X-rays), time taken for the diagnostic consultations, and effectiveness of patient management across the four communication modes, though patients slightly preferred the more sensory-rich modes of communication. Conrath and Dunn then designed a third stage: a telemedicine field trial in which hospital-based physicians used still-frame black-and-white television and hands-free telephones for communication with distant nurses and patients. The trial took place at six sites in the Sioux Lookout Zone in northwestern Ontario and at two hospitals in Toronto.15
A Time of Rapid Transition: The 1990s OnwardThe explosive growth of the Internet and Web-based services caused dramatic change in the user research scene during the 1990s. Previously, most user research had been directed toward answering questions about services that were not yet in widespread use—if they were in use at all. Subsequently, however, those seeking understanding for its own sake faced an abundance of opportunities to study how new media were actually being used. At the same time, naturally, rapid growth occurred in private sector and public sector demand for research that would contribute to decision making. Also playing their parts in driving the expansion of research activity were other new media services—in particular, wireless telephony, which was also growing explosively.
Changes in the industries involved with new media and in the associated infrastructures created a very different research environment. And as a result of the Internet, new types of data become available and new research methods were developed.
The Environment for Applied Research: The Need for SpeedBy the 1990s, regulatory changes, together with versatile and rapidly improving new infrastructures, had caused fierce competition to replace slow-moving monopoly as a characteristic of nearly all markets for new media and created a
Page 143 → need to bring new services to market much more quickly than in the past. At the same time, it became possible to a much greater extent than in the past to launch new media services without the heavy cost of installing new or improved infrastructure, whether locally or nationally. For many new services, expensive new terminal devices were unnecessary. Some new services could be provided via the Web, making them immediately available to subsets of users with adequate local connections and sufficiently up-to-date computers. For others, would-be users had only to buy relatively inexpensive new terminal equipment. Associated services could be launched or test-marketed without the long lead times and heavy infrastructure costs that had been associated with, for example, Picturephone in the late 1960s or two-way cable television services in the 1970s. Further, rapid turnover in some categories of equipment—e.g., mobile phones—eased the process by which new generations of equipment and associated new services were brought into homes and businesses.
Mobile telephony somewhat resembles the Internet in stimulating and enabling the need for speed, though expensive upgrading of infrastructure is also required. Although cable television companies still receive some protection from their status as local monopolies, their market is increasingly open to competition from landline telephone companies (and satellite television companies), so they too face the need to introduce new services quickly on their new two-way digital infrastructures.
The introduction of other new services requires substantial investments in new infrastructure. From a carrier’s perspective, the whole point of a set of new services may be that they cannot be accommodated to an acceptable standard using existing infrastructure: making them available would require an expensive upgrade. The claimed demand for such services played a large part in carriers’ arguments for the substantial investment in infrastructure that would be required for both integrated broadband networks around 1990 and 3G cellular services about ten years later. Even in such cases, a need for speed exists if another new infrastructure may compete with the proposed one. 3G cellular services, for example, faced potential competition from an infrastructure combining WiFi and 2.5G.
User research is often undertaken to improve people’s ability to predict or to answer “what-if” questions. When doing so, there is the risk of failing to take properly into account relevant changes that will occur in related areas. With the greater interconnectedness typified by convergence of technologies and services (think of the Web, though convergence encompasses much more) and the increasing pace of innovation, the number of relevant related areas increases and assumptions of ceteris paribus become riskier. Chapter 2 brought up the example of corporations investing in satellite-based mobile telephony but failing to allow for the explosive growth of much less expensive terrestrial mobile
Page 144 → telephony. This case, however, was relatively simple: underestimating the success of a competitive technology that already existed. Other cases may be far less straightforward. For example, telephone companies investing in fiber-optic networks to or near the home need to be concerned about change in people’s television viewing habits.
Within the private sector, the need for speed has created a motivation to “get it out there” as quickly as possible and hope all goes well, without waiting for the results of research on whether and how to get it out there—for example, computer software is often launched both with many flaws and with uncertainties about demand. Companies bet that demand will exist and hope that they will have time to fix flaws and offer downloadable patches to users before the level of pain reaches a threshold where people abandon the product. Much less of a case can be made for the applied research that might have been undertaken in the more sedate era of a few decades ago. Either no research or a different kind of research with a faster turnaround is undertaken.
On their domestic fronts, governments do not face competition in the way that companies do, so it might be thought that they would lack a similar perception of the need for speed. To a lesser degree, however, governments seem to share this perception, whether they are providing new systems on behalf of their citizens or developing new public policy. As an example of the former, it would seem—at least with the benefit of hindsight—that various e-government initiatives around the turn of the century, including e-voting in the United States, might well have profited from more prior research. The hype that surrounded these initiatives may have provided an incentive for unwarranted speed.
Even in the slower-moving era of the 1970s, the manager of the relevant program at the U.S. National Science Foundation described the daunting difficulties inherent in undertaking user research to guide important public policy decisions, particularly the incompatibility between the timescale within which policy decisions needed to be made and the generally longer timescale needed for the design, funding, and execution of sound research programs.16 As technological change speeded up, that incompatibility became more severe.
In today’s environment, in which rapid technological change and fierce competition combine to put pressure on companies to release new media technologies and services as quickly as possible, can research be conducted at a faster pace but remain sound? And, are certain types of research more or less useful in the new environment? Some types, such as field trials, clearly require considerable time and are not suitable to highly time-sensitive research. Similarly, when research requires careful deliberations about the questions to be asked, as in much policy research, it is unwise to save time by cutting corners. However, we have been involved in a number of corporate research projects where the pace was very rapid indeed. Some of these involved usability research about
Page 145 → new electronic products. The research questions were known, and participants were recruited beforehand. The engineering team delivered a prototype product on a Friday, intensive usability testing was conducted over the weekend, and the results were communicated to the engineering team on the following Monday morning. They then reworked the software and delivered a revised prototype on Friday, and the process was repeated. (Usability testing is often iterative—one tests, revises, and tests again two, three, or even more times, depending on the product, the complexity of the design and the problems encountered.) After another week of revisions, the final specifications were sent to a company in Asia for manufacturing.
We are also familiar with media companies that have established large “panels” of people—sometimes 20,000 or more—who agree to test new services, watch special programming, or give opinions about potential new services. Such an approach can provide very rapid feedback—e.g., several thousand responses in 48 hours.
“Firehouse research” is another form of research in a hurry. If an unexpected event occurs and waiting to conduct research about it with a typical timetable might miss important knowledge as memories fade, can the research be deployed very rapidly? The first example of firehouse research with which we are familiar followed Orson Welles’s radio broadcast of War of the Worlds in the late 1930s. Using a documentary news format, the drama caused panic, as many listeners thought that the earth (more specifically, New Jersey) was being invaded by Martians. CBS, which broadcast the drama, was very concerned about reactions and potential penalties from government agencies, so the company’s head of research, Frank Stanton, immediately commissioned Princeton University researcher Hadley Cantril to investigate what had happened. Cantril rapidly deployed a research team, and produced the classic study, The Invasion from Mars: A Study in the Psychology of Panic.17 Other events that have triggered firehouse research are the use of mobile phones and pagers on 9/11,18 fax communications about the events surrounding the repression of demonstrators in Tiananmen Square, and the use of mobile phones to help topple the president of the Philippines (see chapter 10). Firehouse research has many limitations, but it is sometimes acceptable to learn what one can and accept weaknesses in the research design rather than miss the opportunity to study important events while or immediately after they occur.
New Types of Data and Research MethodsFrom their introduction at the start of the 1970s, computer conferencing services offered their operators data of unprecedented richness about how individuals were using the services, since a record of every interaction with the
Page 146 → computer hosting the service was created and stored. All online services—but especially Web sites—have this natural capability. Even when sites do not solicit information that would identify users—e.g., for registration or in electronic commerce—individuals (more accurately, the groups of people sharing a browser) can be tracked through multiple visits to the site by means of cookies.
Numerous e-commerce firms use analyses of data generated by users’ online activities to optimize marketing offers and their designs; other Web site operators, too, use such data to optimize the content conveyed on their Web pages. The data and the results obtained in these studies are generally proprietary. Although one would not expect employees of firms in competitive markets to publish results of such research, reports from which information identifying the firm and its specific market has been omitted are likely to trickle out. When outsiders—for example, consulting firms and consultants from the academic world—are important partners, publication of a sanitized version is generally in their interests.
Organizations for whom such research is conducted may know or be in a position to know the identities of the individuals whose behavior at particular sites has been studied. Clearly this poses risks to individuals’ privacy. These risks are greater if individuals’ actions are to be tracked across Web sites oper-
The Problem of Making Web Search Data Anonymous
A situation in 2006 involving the release to the research community of proprietary data on people’s Internet searches illustrates how problems can arise. In 2006, AOL published three months of search records for 658,000 Americans. The records were intended for the research use of academics and technologists, and the company thought it had made the records anonymous: the specific searches were not linked to user names or IP addresses; instead, searches by individual users were grouped together by means of randomly assigned numerical identifiers. Nevertheless, “New York Times reporters matched some user numbers with the correct individuals. Others identified sensitive and occasionally disturbing personal information in the AOL search data, including user searches for ‘how to kill your wife,’ ‘anti psychotic drugs,’ and ‘aftermath of incest.’ In response, several privacy groups filed complaints with the Federal Trade Commission.”1
1Electronic Privacy Information Center, Privacy and Human Rights Report 2006: An International Survey of Privacy Laws and Developments (Washington, DC: Electronic Privacy Information Center, 2007); Electronic Privacy Information Center, “Search Engine Privacy,” http://epic.org/privacy/search_engine, undated (accessed November 2008).
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The Web can also provide a very convenient platform for experimental research designed to optimize the content and form of the communication it carries. The possibility of providing different versions of a Web page to different users makes it possible to design ongoing experiments that compare the effectiveness of a message with that of one or more variations on it. Along with practical guidelines for applying this approach, R. Kohavi et al. provide two examples in which this process has produced useful surprises.19 One involved the comparison of nine different designs for an e-commerce checkout page; the other compared alternative designs for a page on which users could rate articles provided in response to the use of Microsoft Office’s “help” function. Kohavi and colleagues also provide a brief discussion of the limitations of the method—for example, it identifies effects without identifying their causes and can measure only short-term effects—and briefly discuss how to compensate for these limitations.
This kind of research method is far from new. In the 1960s, for example, it was applied to compare commercials carried on cable television systems. The theory on which it is based goes back at least to the work of eminent cybernetician Stafford Beer in the middle of the past century. Its relevance at this time lies in the fact that both the Web and interactive television provide such inviting platforms.
Some less radical changes in data collection methods are also apparent. One is the growing use of the Web for long-accepted research activities such as focus groups and surveys. If the latter were used only as substitutes for conventional surveys, their statistical weaknesses—relating to self-selected samples, for example—would probably have doomed them. However, their offsetting advantages—very rapid turnaround, modest cost, and ability in many instances to generate very large samples—mean that the alternative would often be no survey or one that produced results much later than desirable. In some cases, participants in Web surveys are recruited ahead of time and stand ready to respond to research questions. These panels are often very large and can provide a rapid turnaround. The problem of self-selection can be mitigated in a few ways. Some research groups use random-digit telephone calls to recruit the panel. Others filter the panel (i.e., select a subset of responses by using specific criteria) to try to obtain a sample that represents the general population (for example, asking people if they are early, middle, or late adoptors of new technology and selecting a sample that matches the general population on this attribute). The use of Web surveys and panels has also become more acceptable, with the limitations noted, because of a growing problem in telephone surveys—poor response rates (the percentage of people called who can be reached and agree
Page 148 → to participate in the survey). As response rates for telephone surveys have declined, the chances of achieving a truly random sample that is representative of the general population have been reduced.
The use of Web surveys is a double-edged sword on many counts. It is now much simpler to conduct surveys on the Web, using a variety of very well designed software packages and Web services that make it very easy and cheap to create questions, send out links to the survey, and tabulate results. Almost anyone can create and administer a survey. But without professional training, many people and companies create very bad surveys with biased questions. It is easy to understand how a marketing group within an electronics firm might unknowingly ask about a new media technology in such a way that people would be encouraged to say that they would like to have it.
Better measurement of the fragmenting linear and interactive television audiences has been made possible by the continuing improvement of meters designed for this purpose. These meters automatically keep records of what is being viewed. Earlier systems of measurement, still employed by some researchers, involved telephoning people and asking what they had watched the previous day or week or asking household members to keep a record of what they had watched. These earlier systems were subject to errors in memory and lack of knowledge if the person answering the telephone or filling out the diary provided inaccurate information about the viewing patterns of others in the household. Like computer conferencing in earlier periods and Web usage measurement, digital cable and satellite systems and DVR systems can track every button pushed by a household. Putting aside for the moment the question of privacy, these systems can provide much more information about how new media services are being used.
Although very much overshadowed by changes in the research scene associated with the use of automatically generated computerized records, a trend at the opposite, qualitative end of the range is notable: ethnographic methods were very rarely used in the 1970s but have since gained much greater acceptance in corporate research on new media as well as in academic research in the field.
ChallengesOn the surface, the present might seem like a golden age for user research on new media. For those conducting pure research, so much is new, there is so much to be found out, and fairly straightforward methods can be used to seek it. What did different types of people do when offered a new kind of service or a new feature in an existing service? What effects did certain experiences of new media have on different types of users? And so on. But of course, discovering
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Those conducting applied research have access to a vast wealth of automatically generated data and new techniques to gather other data that are not generated automatically. The range of software with which to conduct analyses continues to expand, and powerful new options continue to become available. The Web can provide a platform for experimentation and for simulation. For all researchers, the combination of powerful search engines, the Web, and specialized databases greatly eases the otherwise impossible task of keeping up with research activity that has been expanding so rapidly.
While the explosive growth of the Web has created a cornucopia of opportunities for conducting original research (which differs greatly from conducting research originally) and while other new media have created additional opportunities, major challenges exist in obtaining as much value as could be desired from the research that is done. These challenges will be all too familiar to readers with research experience, but others may not appreciate these challenges as clearly.
Scholars regard research primarily if not solely as a means to advance theory (and the authors believe there is much truth in the cliché that nothing is as practical as good theory). Especially when the media environment is changing so rapidly, findings from diverse studies about how, say, particular types of users behaved in a particular situation may have little if any value unless either they inform theory now or the right variables pertaining to the situation were measured so that they can inform theory in the future. At a more fundamental level, assuming that the answers to research questions are valid, they are much more useful if they were good questions. As Sheizaf Rafaeli wrote in 2001 about the Internet as an area of research,
I wish to propose some constructs to guide our thinking and study. These constructs, I hope, should shed some light on what can be investigated, and suggest manners to do so. Constructs can suggest what should be asked. . . .
I propose focusing on several defining qualities of communication on the Net: multimedia, synchronicity, hypertextuality, packet switching, interactivity, logs and records, simulation and immersion, and the value of information.20

For applied researchers, the main challenge in the short term is likely to arise from the reduced timescales on which decisions need to be made. When possible, it may be better to minimize errors by decreasing emphasis on using research in advance of decision making and by increasing emphasis on making
Page 150 → decisions that are likely to be approximately right and can be adjusted quickly in light of fast turnaround research on what happens subsequently in the field.
A longer-term challenge, especially for in-house researchers, arises from the fact that the cumulative value of a corporation’s or government agency’s research studies is likely to go far beyond their value relative to the decisions they were intended to inform. This potential is unlikely to be realized unless those in a position to act on it take it seriously. In this respect, our personal experience in the less pressured decades at the end of the last century was not encouraging: remarkably often, far from any synthesis being conducted, there was no corporate memory of earlier research: the people had gone and the research reports had been tossed. It will not be enough for the knowledge management systems that started to become fashionable in the mid-1990s to succeed as far as the retention and location of knowledge is concerned: synthesis will be necessary, too.
Appendix: Teletext in the United States: Design and Implementation of a User Research ProjectThis sketch of a research program on teletext conducted between 1979 and 1982 illustrates the problem of using field trials in policy research; the value, when the unanticipated occurs, of the flexibility offered by a loosely coupled multicomponent research program; the complementary roles of laboratory experiments and field trials; and the value of using multiple methods in gathering data on user behavior.21
Background. By the late 1970s, teletext was successfully established in Europe, and international rivalry existed among the competing national teletext standards of the United Kingdom, France, and Canada. In the United States, where all of the three standards were being promoted vigorously, the air was thick with competing technical and economics claims, but little else appeared to be happening. The situation caused concern at the Corporation for Public Broadcasting (CPB) and the National Telecommunications and Information Administration (NTIA) in Washington, where officials believed that teletext was of particular relevance to the Public Broadcasting System (PBS).
Planning study. In 1979, the Alternate Media Center at New York University undertook a planning study to identify the public policy issues related to a public broadcasting teletext service and to make recommendations as to whether and how a field trial should take place.
Research program. The National Science Foundation and the CPB eventually funded a research program, with additional support provided by the NTIA and the U.S. Department of Health, Education, and Welfare. The research program confronted a number of challenges. Because the teletext field trial would be
Page 151 → costly, funding would have to be obtained from four different agencies, each of which had somewhat different expectations for the project. In particular, a conflict existed between some agencies’ desire for scientifically rigorous research and others’ goal of a successful demonstration of the new technology. Various technological hurdles also needed to be overcome, including the scarcity of teletext decoders that could be used with the U.S. television standard and significant reception problems that would affect field testing in general and systematic sampling in particular. Further, the PBS station where the service was to be based (WETA in Washington, D.C.) had very little experience in the type of work required for teletext, which is akin to a small newspaper or a radio news service. The project needed (and developed) public information providers such as federal agencies, local libraries, and community service agencies, but these organizations were experiencing budget cutbacks that reduced the effort they could put into the project.
The overall plan called for the project to be split into two phases. The first would have two components: a pilot field trial (involving 40 households and 10 public sites) and laboratory studies. The division into two phases was an attempt to deal with funding problems, to iron out technological problems before large-scale field research began, and to explore general research issues before formulating specific hypotheses that could be tested during the second phase.
Laboratory studies. The laboratory studies, which were intended to start after the pilot field trial was under way, sought to investigate a series of general issues that appeared both practically significant and suitable for testing in the laboratory: for example, how long people would be prepared to wait for a page of information to appear before irritation set in. Some of these issues had been identified prior to the start of the project, while planners anticipated that others would be identified during the pilot.
The most important product of the laboratory studies was methodological: a set of scales that could be reduced to three major factors that accounted for 60 percent of the variance in users’ reactions to teletext pages. As a cross-check on validity, one of the experiments was repeated some months later using the same page designs in the homes of users taking part in the pilot. Results were reassuring.
Engineering tests and problems. Teletext is more vulnerable to reception problems than is regular television; furthermore, the project was to use a UHF channel with above-average reception problems. Engineering tests had difficulty identifying suitable locations, but three neighborhoods eventually were chosen from which a sample of homes would be selected. Since the trial service would be carried on the local PBS station, the research team accepted the possible demographic bias of using its membership list as a sampling frame and selected the 40 matched pairs of households needed for the treatment and con-
Page 152 → trol groups. However, reception ultimately was much more sensitive to location than had been assumed, causing further delay and expense.
The control group was abandoned (it was raided for additional subjects). The consequent damage to the research design was not serious, since the pilot incorporated a control group primarily because the research team wanted to check the procedural problems and costs of incorporating a control group in the following phase.
Research data on use of the trial service. The research instruments used for the household subjects included a series of face-to-face interviews, diary records kept by users, and purpose-designed meters that recorded each page request by time of day. The research instruments used at the public sites included the meters, a one-time written survey of user reactions, and nearly 200 hours of ethnographic observation of user behavior at and around the teletext terminals.
The multiplicity of different instruments provided useful information on a wide variety of specific topics. Meter readings, for example, tracked the novelty effect within households and determined whether subjects switched to teletext during commercial breaks. Comparison of diary records with meter readings illustrated the systematic biases in the use of diaries. The ethnographic study provided firsthand observations of usage behavior.
Change of plan. The trial service started in June 1981. Six months later, a combination of considerations demonstrated that a major change of plan was required. Public research funds had become very tight, and evidence was mounting that the pilot service was more seriously underfunded than its designers had realized. On the positive side, more progress was being made in the research than had been anticipated. The research team decided, therefore, not to proceed to the planned second phase but to extend the pilot by a few months. In the end, the project generated a great deal of useful research findings, even if the journey to get there had some twists and turns. It demonstrated the value of building flexibility into a research project and using multiple research components. The project also illustrated the complementary roles of laboratory experiments and field trials and the difficulty (but not impossibility) of working with multiple funders.
Page 153 → Part 2 • Case StudiesPage 154 → Page 155 →  Five //How New Media Affect Television ViewingTelevision viewing is not context-free: in particular, it is affected by the technologies used to access programs, the social spaces where it occurs, the values and interests of those who are watching, and the forms of content that are available.1 Driven by the needs of advertisers, commercial research about television viewing has emphasized what programs people watch and the size and composition of audiences. This information is important for advertisers and contributes to a broad understanding of the television experience, but by itself, it provides a rather superficial understanding of the subject.2 Academic research, especially in recent decades, has emphasized the potential social impacts of content on audiences: for example, whether television content reinforces racial and gender stereotypes. While valuable, this research too provides an incomplete picture of television viewing. Some scholars have examined television in its broader context and the ways in which it functions in everyday life: Harold Mendelsohn, Leo Bogart, and Lynn Spigel have looked at everyday uses of television in the United States;3 David Morley, Roger Silverstone, and Shaun Moores have studied the broad context of television viewing in the United Kingdom.4 This chapter follows their tradition, focusing on U.S. experiences to clarify some components in a broader picture of television’s functions in everyday life.
Technology is one factor that can contribute to a more comprehensive assessment of television viewing. What role does technology, especially new media technologies, play in the television viewing process? How does technology affect the behavior of viewers, where TV viewing occurs, and the content created? In turn, how do other factors in the broad TV viewing context influence what new media technologies are developed and which succeed or fail?
As a technology is adopted, it often leads to lasting changes in user behavior: for example, the remote control led to more changing of channels.5 In response, behavioral changes can lead to the creation of new forms of programming. In the case of the remote control, increased channel changing led to changes in the design and placement of commercials, greater segmentation of
Page 156 → content within programs, and the placement of icons in the corners of screens to flag channel names for high-speed channel surfers. Changes in programming and behavior may then create opportunities for new generations of technology that take advantage of the new environment. The cycles of interactions among technology, behavior, and programs can continue over many years or decades. At the beginning of the process, few observers can anticipate the longer-term effects of technological change.
Scholars have shown much interest in the impact of the current generation of new television technologies such as high-definition television (HDTV), digital video recorders (DVRs), portable video viewers such as advanced mobile phones and MP-3 players, and digital cable TV systems that support video on demand (VOD) and interactive program guides. Do they fundamentally affect how people access, watch, and are influenced by television? Will they lead to new forms of programming and threaten existing programs and business
Relationships Between New Media Technologies and Services
Some new media technologies are independent of any new services but can nonetheless affect TV viewing behavior: for example, the remote control did not provide a new service as such but led to more channel changing and a different TV viewing experience for many people. In other cases, new technologies and new services are closely linked: for example, DVRs, which were designed to enable users to capture programs for later viewing, fast-forward through content, and provide instant replays. A third variation occurs when new technologies such as advanced digital cable systems provide platforms for the development of new services, such as VOD or interactive program guides.
New media technologies may also be distinguished by who controls services and content. Some are under the control of the user, not requiring content created specifically for them. For example, DVRs are under users’ control and do not require separate content from program providers (except for the channel guide needed for scheduling what programs will be recorded), although some producers offer content specifically for DVRs. In other cases, the technology has little value by itself without content. For example, HDTV sets require either HDTV programming or DVDs if viewers are to gain additional value.
In addition, a new media service may require a series of incremental advances in associated technology before it becomes enjoyable. Television over the Web can be accessed via dial-up connections, but it is a far better experience with broadband and better still with faster personal computers, video servers near end users, advanced compression technology, and other technological enhancements that have been introduced over time.

Page 157 → models? To understand their role in television viewing and their potential impacts, it is useful first to establish a baseline for how television has been used in the past and to examine the role of earlier new technologies in changing television viewing. Television viewing patterns were not static over the medium’s first 60 years. New technologies contributed to many of the changes that occurred.
This baseline is based on an examination of what happened when black and white television sets were introduced in late 1946, after a series of experiments and false starts in the 1920s and 1930s. The first new technology to affect TV viewing was TV itself.
Television Enters the ScenePeople old enough to recall when television first entered their homes in the late 1940s or early 1950s can recount strange tales of viewers so mesmerized by this new technology that they watched test patterns broadcast before or after the regular programming day. When programs were on the air, not only did the family watch television as a group but, on any given evening, friends and seemingly half the neighborhood might drop by to watch the magic box.6 Others, whose families could not afford a TV (costing six weeks’ salary for an average household in the late 1940s) and who had already worn out their welcome at the homes of neighbors, may recall hanging out in neighborhood taverns or department stores to catch a glimpse of television. Early U.S. press accounts of television indicate that much viewing occurred in public places, including bars that wanted to attract customers and department stores that wanted to sell TVs to consumers. TVs were also located in many other public spaces that simply wanted to draw people. Watching TV in public locations built an appetite for the new medium and encouraged word-of-mouth discussion that led to its adoption in homes.
Photographs of people watching television when it was first introduced in the United States show them sitting relatively close to the screen—two to five feet away. The screens were small (typically measuring between 12 and 15 inches for household sets from the late 1940s through the early 1950s) and images were fuzzy. Each household had only one set, and a very limited number of channels were available, so little channel changing occurred. In spite of the high prices, television penetration grew very rapidly: more than half of U.S. households owned a TV by the mid-1950s, as shown in figure 5.1.7
Many early TV sets were built into fancy furniture and often combined with a radio and phonograph. One early RCA model was marketed as a five-in-one television console. In addition to a TV, it included an AM/FM radio, a shortwave
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In his classic study of early television, Leo Bogart divided the first several years of television into three phases.1 The first he called the tavern phase to indicate the importance of local taverns in giving ordinary people a taste of television. To attract customers, local taverns paid the high price of TV sets (more than $1,000 for 15 × 20-inch sets designed for public settings). The strategy succeeded. Tavern owners reported a 500 percent increase in customers when major sporting events were broadcast.2 Three million people watched the seventh game of the 1947 World Series between the New York Yankees and the Brooklyn Dodgers, with 90 percent of those viewers in public places, mostly bars. The following year, 99.7 percent of all TVs were turned on during the heavyweight championship bout between Joe Louis and Jersey Joe Walcott, with an average of 12 people watching per set, indicating that taverns provided a large share of the audience.3
Newspaper articles reported that some people arrived at taverns an hour before the start of major sporting events to secure prime seats. Even when no sporting events were being shown, bars filled with customers who wanted to watch TV. Some columnists lamented the loss of vibrant conversation in taverns, as customers sat in silence watching the screen; others characterized television as “the best thing to happen to the neighborhood bar since free lunch.”4 State legislatures even debated whether to charge taverns a cabaret tax because they were taking so many customers away from nightclubs that paid such taxes.
1Leo Bogart, The Age of Television, 3rd ed. (New York: Frederick Unger Publishing, 1972).
2James Von Schilling, The Magic Window: American Television, 1939–1953 (New York: Haworth Press, 2003).
3“The News of Radio: 354,000 Television Sets in Use, Gallup Poll Shows,” New York Times, June 30, 1948, 50.
4Richard Maney, “Barroom Lament,” New York Times, June 13, 1948, 6.


radio, a phonograph with automatic record changer, and a record storage compartment. Such features may have helped justify high prices ($750 in the case of the five-in-one RCA TV). Advertising for early TV sets often showed people in formal evening gowns or tuxedos in party settings, another indicator that earlier adopters came from high-income households. Many magazine articles of the time depicted television as a “window on the world.” It later came to be characterized as a home theater.
The TV was generally placed in the living room, where it sometimes displaced a piano, and furniture was organized around the set, making it the cen-
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tral focus of the room. It was a high-status, luxury item. Advertising for babysitters frequently announced the presence of a TV in the hope of attracting good sitters.
By the early 1950s, some TVs had begun to migrate into other rooms, and manufacturers responded accordingly. One enterprising manufacturer combined a TV set with a stove, hoping to entice women who spent a lot of time in the kitchen and wanted to watch TV at the same time (early multitasking). It was not successful, but small, regular TV sets eventually made their way into millions of kitchens.
In her remarkable study of early television, Make Room for TV, Spigel has observed how viewing, listening, and reading habits affected content and schedules.8 Many of the first program formats were borrowed directly from popular radio programs with established audiences. In addition, early daytime shows for women borrowed formats and names from print magazines. As viewing habits formed, networks responded with schedules intended to steer the audience from one program to another. NBC, for example, developed a lead-in strategy—people who liked one show were led naturally into a following show with a similar appeal. Spigel also notes that commentaries about early tele­vision were filled with both awe and gloom. Observers predicted that television would not only bring families together but tear them apart. Children could be positively influenced if television kept them off the streets and out of trouble, but they could also become addicted and have their eyes “glued to the tube.”
Page 160 → New TV Technologies from the Mid-1950s to the 1990s1950s and 1960sDuring the 1950s, television viewing stabilized for a while as family groups watched entire programs, usually together, selecting from the small number of choices available on a single, living room set with over-the-air reception. To change channels, someone had to get up, walk over to the set, and turn a dial—a clear disincentive. Changes in technology, however, soon led to changes in viewing behavior.
By the 1950s, TVs in fancy pieces of furniture began to be replaced by those in plain metal shells—simple console sets. The change may have been part of an attempt to bring down the price of sets for the mass public, which was beginning to buy them. During this time, another curious sociological phenomenon emerged. Contemporary photographs show that some families began to place photographs of family members or memorabilia such as Little League trophies on top of sets. This development probably reflected the increasing time people were spending with television and its acceptance as part of the family. By the late 1950s, when color was introduced, many sets were once again encased within furniture, repeating the earlier pattern: as color technology drove the price of sets back up to six weeks’ salary for an average household, wooden cabinets may have helped to justify the price. Figure 5.2 shows the growth of color TV.
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Page 161 → When color sets began to enter homes in the late 1950s and 1960s, television was reinvigorated, and people watched more programs. Color did more than make programs more appealing; it affected content as well. The major networks began to produce more programs in color and to emphasize color in scenes as well as in promotional advertising. Some scholars argue that viewing color television even influenced political views. Erik Barnouw points out that the Vietnam War was not only the first television war but also the first war in color. Blood was red, not muddy gray.9
1970s and 1980sTelevision continued to serve as a significant medium for group viewing through the 1960s and into the 1970s. Although the number of channels available to the average household grew from two or three in the early 1950s to five or six in the early 1970s, relatively little channel changing took place, and the three broadcast networks accounted for 70 to 90 percent of U.S. viewing. However, the seeds of change in viewing patterns were sown. First, the average screen size had increased from 15 inches to 17, 19, and then 21 inches by the 1970s, allowing people to sit farther back from the set. Second, many households acquired multiple TVs. In 1955, only 3 percent of U.S. households had more than one TV, a number that increased to 43 percent in 1975 and more than 70 percent by the mid-1990s, as shown in figure 5.3.
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Page 162 → In the 1970s and early 1980s, cable television systems were introduced into many large U.S. cities. Cable television had previously been a simple service—often built and installed by owners of appliance stores who wanted to sell television sets—that received a few distant broadcast stations and retransmitted them into homes in rural areas. Now, channels—e.g., HBO and Superstation WTBS—appeared specifically for cable systems, increasing the number of channels available to viewers to 41 for the average household in 1995. Was this development planned by the industry? Not at all. It was initiated by entrepreneurs (Charles Dolan in the case of HBO and Ted Turner in the case of WTBS) who saw the opportunity made possible by advances in technology: satellite distribution of television signals was crucial to the development of HBO and superstations, despite the cable industry’s initial reluctance to purchase the satellite dishes necessary to receive the signals.
The new generation of cable television increased the time people spent watching television10 and demonstrated that subscribers were willing to pay not only for more channels and better reception but even for specific cable-only channels. Pay television had already been tried several times—for example, Zenith’s Phonevision system in 1951 and subscription television in 1964—but had failed each time. With viewers now prepared to pay for content on cable, a major shift in the business model for television had begun: payment for programs shifted toward viewers and away from advertisers. The shift occurred slowly at first but continued for the next three decades. The new model also included more specialized channels, providing content exclusively for children, teen­agers, sports fans, and other groups. The additional channels were made possible by the increased capacity of cable systems and by multiple TVs in households, allowing family members to watch different content in different rooms.
Among the most significant technological innovations introduced during this period was the remote control. While remotes were available in the 1950s, they did not enter a significant number of households until the 1970s, as shown in figure 5.4. They then spread rapidly and were in nearly every household by 1990. The remote control became an instrument of power. Whoever controlled it controlled the TV—usually Dad. With multiple sets, remote controls, and a larger number of channels available, television viewing became more personalized, and channel changing became more common. An individual could now separate from other household members and watch programs with more specialized appeal, such as sports, from a bedroom, den, or basement “TV room.” Some people, mostly males, spent much of their TV viewing “channel surfing,” watching a few seconds or minutes of many different programs in succession. At a fundamental level, the remote control created more active viewers.
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These changes in viewing behavior were evolutionary, not revolutionary, occurring gradually. Group television viewing did not disappear but simply became one of many viewing patterns. Further, group viewing itself continued evolving. Families spending the evening in front of a TV in the living room formed just one type of group viewing. Families also watched in the kitchen or while eating in the dining room, and smaller groups gathered elsewhere—e.g., groups of children watching from the floor in a den or bedroom.11 In addition, the number of channels people watched grew much more slowly than the number available to them. Even though the average household had 41 available channels in 1995, members watched only 10 of those channels in any given week. As the number of channels received grew dramatically over the next decade, the number of channels viewed grew only moderately.
During the 1970s and 1980s, the use of TVs changed in another significant way, as they also became display monitors for VCR and video game content. Each television became connected to multiple boxes, and multiple remotes occupied coffee tables, couches, and floors. One impact was the movement of family photos from atop the TV to the side to make way for the various boxes. Remotes also became a problem as well as a helpful tool for viewers. They were sometimes lost in the pile of equipment associated with TVs. Viewers encountered problems with the different modes for the TV set (TV, Video, Auxiliary Device, and so forth) and with selecting the proper remote to control which box or function.
Page 164 → The Remote Control
The first remote control for television sets was Zenith’s Lazy Bones in 1950. It was connected to the set by a cable, and users complained about people tripping over the cord. In 1955, Zenith developed a wireless remote, the Flash-o-Matic, and in 1956, it introduced Space Command, a remote control that used ultrasound to connect to the TV (each of these early remotes had a name). The infrared technology used in nearly all remotes today was introduced in the 1980s. The early remotes were quite expensive, adding as much as 30 percent to the price of a set. They were accepted slowly at first, mostly for luxury color TVs.
Some patterns of remote use include zapping (avoiding commercials or other undesired content), zipping (avoiding content by fast-forwarding through recorded programs), and grazing or channel surfing (sampling many channels briefly). The remote has also become a tool for much DVR behavior.
Much disagreement exists about exactly how often people use the remote to avoid commercials. Many switch to other channels when a series of commercials begins. However, some researchers have found that people tend to overreport how often they zap commercials.1 Others have pointed out that before remotes came onto the scene (and after), many people avoided commercials by talking, reading, or getting drinks.2
The use of the remote control has led to many changes in programming and advertising. Program producers responded to more active viewer behavior by creating shorter segments within long-form programs, such as drama, and developing formats comprised entirely of short segments, such as much of MTV’s programming. Formats for CNBC and Bloomberg mix commercials and content on the same screen in response to remote control behavior. If content is provided when a commercial plays on part of the screen, it gives viewers less incentive to change channels.
The tendency of some viewers to hit the remote at the end of shows, when programmers used to run a series of commercials, has led many channels to utilize “hot switches,” in which one program ends and another begins with no commercial break. The advertising industry has responded to remote control behavior by creating commercials that were more targeted and shorter. They have also inserted program content within a series (or pod) of commercials to entice viewers to stop for the content and stay for the next commercials (podbusting).
1W. Russell Neuman, The Future of the Mass Audience (New York: Cambridge University Press, 1991).
2A. Abernathy and H. Rotfield, “Zipping through TV Ads Is Old Tradition—but Viewers are Getting Better at It,” Marketing News, January 7, 1991, 6–14.


Page 165 → Video Games
Video games displaying on TVs were introduced in the early 1970s. They were an outgrowth both of experiments in computer science during the 1950s and 1960s and of games in arcades (pinball and later video games). Atari’s 1974 Pong video game helped to popularize video games at home. The home video game console improved every few years as the technology evolved from 8- to 16-, 32-, and 64-bit central processing units (CPUs), and graphic designers honed their skills. Video was eventually incorporated into video games, and the graphics began to approach the level of computer-animated scenes in motion pictures.
The home TV provides just one way that people experience video games. Alternatives include arcade video games, personal computer software games, online games, digital cable games, mobile phone games, and portable game units. However, home video games have had enormous success. More than 40 percent of U.S. households have one or more video game consoles. Most players of television video games are young males, though one in four is female and one in five is older than 35.
Video games displayed on television, with content that is in some ways quite distinct from television programs, compete directly for television viewing time. Unlike television, video games are highly interactive and generally have no time limitations—play can last for hours. In other ways, they are merging with television and movie content. Many video games are based on sports and movies. Furthermore, advertising has been introduced into them.
Some households have a TV set dedicated to video games, which reduces competition between watching television programs and playing video games. People in the household can split up and do one or the other. Some do both: it is not uncommon to find a teenager in his bedroom or a den with two TV sets on, playing a video game on one and taking in television programs on the other. A question for the long term is whether those playing video games on TVs will develop habits and appetites that affect the types of content produced as regular programming—in particular, favoring more interactive content.

After two false starts in the early part of the 1970s, the VCR was launched in the middle of the decade and had entered millions of homes by the mid-1980s.12 VCRs initially changed viewing patterns by allowing people to “time shift,” or record programs and watch them later. Time shifting was the dominant use of VCRs for several years. In the early 1980s, the average household with a VCR recorded five hours of television per week,13 with women doing most of the time shifting. In 1979, only 22 percent of VCR households rented or bought
Page 166 → prerecorded cassettes. Rental cassettes were not widely available during this period and purchased tapes were very expensive—typically between $50 and $80 each.14 Approximately 40 percent of the videos rented or purchased had R- or X-rated content.15
Time shifting increased television’s overall audience, allowing people to watch programs they otherwise would have missed and giving them more control over when they watched programs. It increased the convenience of tel­evision and led to more active viewing behavior.16 Early VCR users reported that they frequently zipped past commercials in recorded programs, leading to speculation that VCRs presented a major threat to the business model of advertiser-based television. However, the threat never materialized, since the people who zipped past commercials on time-shifted programs were watching content (and some commercials) that they would probably not have watched at all without the VCR.
After the early 1980s, the amount of time shifting declined, and the number of rentals increased. In 1982, just under half of households rented videocassettes; by 1986, that number had jumped to 90 percent.17 As prices declined, households also began to purchase videocassettes and build collections of tapes, helping to shift the primary users of videocassettes to young people. By the late 1980s, children under 18 watched twice as much VCR content as adults did, and a “home video culture” began to emerge.18 Some families collected and displayed videocassettes prominently, much as other households displayed book collections. Eventually, however, time shifting declined to a point where only one in five households did any recording at all,19 and some research ­indicated that as many as half of recorded cassettes were never watched.20
The VCR is instructive because its use changed significantly over time, moving from recorded content primarily to rentals and some recorded content to rentals and sales with a modest amount of recorded content. VCRs provided control, convenience, and greater enjoyment of television viewing and, at least at first, encouraged more active viewing behavior. In the long term, the most important effect of the VCR may be that it began the process of freeing viewers from time constraints resulting from the interaction between the television schedule and when people could watch television.
The VCR also introduced complexity into a world of TV viewing that had previously been very simple, as many people struggled to figure out how to set the VCR to record programs or to understand the many added features built into it. It created a conflict between marketing and use of television technology. Features such as freeze-frames, slow motion, and recording multiple events helped to sell VCRs, but these features were rarely used and confused many people.
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Table 5.1 summarizes many of the impacts of new technologies on tele­vision viewing from the late 1940s through 1990.
1990sBy the 1990s, television viewing encompassed a complex and elaborate set of behaviors. Traditional viewing remained the dominant use of television, but people also used TVs to display many different video services (particularly, video­cassettes, camcorder tapes, video games, and later in the decade DVDs) in many different rooms, with different mixes of viewers. The average U.S. household had the TV on for seven hours a day. It was both watched and listened to—many people listened to it as they got dressed, prepared dinner, or did house-
Page 168 → Failures and Disappointments
Many new television technologies or changes in existing sets failed during this period. The outright failures included Telefirst, over-the-air pay TV, interactive television, teletext (in the United States), and videotex on a TV. Among the technologies that found only small groups of users were videodiscs, stereo TV, picture-in-picture, MDS (wireless cable), second audio programs (SAP) in its first decade of use, the text channel on Line 21 Closed Captioning, and the first generation of DVD recorders. The failures offer many lessons. In the case of stereo television, the industry did little to promote it and very few programs utilized it in their production. In the case of SAP and the text channel on Line 21 Closed Captioning, the services were hidden in layers of menus, and many people never found them. Early DVD recorders were difficult to use, encountered competition from legacy VCRs which already recorded shows, and had to displace DVRs that had come to the market earlier and performed more or less the same function.

work. In these ways, television took on some of the functions served by radio in earlier decades. It filled the house with sound and pictures, shaping the environment in which people lived. TVs were also multitasking devices, as many people opened mail, read newspapers, talked on the telephone, and so on while watching or listening to it.
The size of TVs continued to grow in the 1990s. The average main TV set was 27 inches, and one in four households had a TV of 30 inches or larger. The “home entertainment center” emerged as well. Approximately one in six households had a very large size screen (40 inches or larger) with stereo speakers and multiple boxes attached. Households with home entertainment centers frequently had six, seven, or even eight remote controls on a table in front of a large-screen TV. It both dominated and defined the room.
While the screen size for the main household TV increased during the 1990s, other household sets varied greatly in size depending on the room where they were placed and how they were used. Smaller sets were located in kitchens, bedrooms, and even garages. These TVs often were placed inside other furniture, such as armoires, that dictated screen size as well as its orientation within a room—it could be seen from some parts of the room and heard from others, depending on where a person stood or sat.21
Direct broadcast satellite service (DBS) was introduced in the United States in the 1990s, following a limited rollout of large C-band and of Ku-band satellite dishes in the 1980s and early 1990s. DBS grew very rapidly as a service for rural areas unserved by cable and then as a direct competitor to cable in major markets. By the mid-1990s, DBS offered all-digital service, forcing cable op-
Page 169 → erators to upgrade their systems to compete. Digital technology would be the crucial foundation for many of the new TV technologies rolled out in 2000 and later, and these technologies, in turn, had a major impact on television viewing behavior.
Digital versatile disks (DVDs) more commonly called digital video disks, were introduced in the United States in 1997 and were adopted very rapidly. Within eight years, they had entered three-quarters of U.S. households; by the mid 2000s, more than half of U.S. households had two or more DVD players, including not only DVD consoles but also DVD drives in desktop and laptop computers, portable DVD players, and video game consoles that can play DVDs. DVDs were adopted so quickly because manufacturers sharply reduced the price of players from about $700 to $300 within the first two years and because the motion picture industry made many movies available relatively quickly. DVDs were also smaller than videocassettes, offered higher quality, and included extra scenes (for example, funny outtakes) that appealed to many people. They surpassed videocassettes in sales within five years and led in rentals within six. The absence of a recording capability did not limit acceptance because relatively few households did any recording; those households that wanted to record already had VCRs and, later, DVRs.
DVDs had a strong impact on television viewing. They competed with regular television, especially on weekends, when people had more time for watching two-hour movies. Many households built large collections of DVDs, giving them immediate access to many movies and later television shows. The popularity of television programs on DVD surprised many observers, demonstrating once again that people were willing to pay for convenience and control over television viewing. In some households, people also use DVDs to create a background environment for other activities: for example, playing a favorite movie or television program that they have watched many times before while reading or doing housework. People have commented that even though they are not watching the DVD, it creates a pleasant mood for the other activities.
In the 1990s, TVs also reemerged as significant devices in public locations—offices, building lobbies, and airport waiting areas. Television watching in public locations was not the main means of viewing, as it had been for some people in the late 1940s and early 1950s, but a complement to viewing at home. TVs in public locations signaled just how dependent people had become on television; they wanted it outside as well as inside the home. On September 11, 2001, a majority of Americans first learned about the terrorist attack from television, many of them at workplaces or schools.22
One way to perceive the changes in television viewing from 1950 to the end of the 1990s, is to think of the television set in 1950 as a magic window on the world, with families gathered round.23 By the 1990s, television had become part
Page 170 → of the environment surrounding people wherever they were, both inside and outside their homes. People consumed TV constantly, but for different purposes, depending on time of day and location.
New Television Media: 2000 OnwardHow are people using all of today’s new media for television—high-definition television, digital video recorders, electronic program guides, video on demand, and Web video? A review of available studies as well as extensive interviews paint a picture that is both fascinating and more complex than a simple count of who has which new technologies, how often each is used, and what is watched.
For the most part, the technologies currently on the scene fall into two groups: digital television and broadband-delivered Web television. Digital television includes HDTV, VOD, electronic program guides (EPGs), digital video recorders, the now familiar DVDs, and newer high-definition DVDs. Broadband-delivered Web television provides videos that are streamed (watched as they are transmitted) or downloaded (stored and watched later) using broadband Internet connections. This group also includes wired and wireless domestic broadband networks for sending Web video to other computers or TV sets in the home as well as new generations of display devices for Web video, such as advanced mobile phones that can access television content in mobile locations and next-generation MP-3 players that can download and store video.
One of the most important characteristics of the current media environment is not technological but social. It is the expectation that media and content should be available on demand almost anywhere. John Pavlik observes that people, especially the younger generation, have pervasive access to a broad range of media and have developed expectations that they should be able to get what they want, when they want it, and where they want it.24 This idea holds true for television as well as mobile phones, e-mail, and information from the Web. People also experience television on a wider range of display devices, many of which are not TV sets (e.g., laptop computers and portable media players), with screens varying in size from the more than 60 inches of some HDTV sets to the 2 inches of some MP-3 players. Television is thus no longer a single medium but includes many different media with the common element of video, just as books, magazines, and newspapers are different media with the common element of print.
Television is increasingly digital, recorded and transmitted in the 0s and 1s of computer code and hence supporting many new features, such as on-demand video retrieved from a server whenever it is requested. Fewer than 12 percent of households receive television exclusively from over-the-air broadcasts. How-
Page 171 → ever, very few households with digital TVs have purchased antennas for over-the-air digital reception. The transition to over-the-air digital transmission has therefore had little impact on television viewing behavior except to drive some households to cable or satellite subscriptions because they could not receive adequate digital signals. Over-the-air digital transmission promised to provide a broadcast station with four or five additional channels at some times of day and an HDTV channel at others, thus allowing broadcasters to compete with cable for viewers with special interests. Acquisition of the necessary digital antennas by the public has, however, been very slow.
Cable television, satellite television, and the Web are a different story. Satellite television is entirely digital, cable TV has been converting subscribers to digital service at a rapid pace, and broadband Web video is entirely digital. When asked, most consumers do not understand the nuances of digital tel­e­vision, noting only that it has “better pictures” and allows many new services. They experience rapid change in services and the technologies that provide them as well as some confusion over the range of options. Viewers’ experience of television underwent moderate changes during the medium’s first 50 years, with a handful of devices such as remote controls and VCRs leading to behavioral changes. From 2000 on, much more extensive change has occurred.
HDTVIn the late 1990s and early 2000s, HDTV sets were slow to enter U.S. households as a result of disputes over standards, high early prices, and poor marketing.25 The television industry’s interest in HDTV varied, in part because some officials were unable to see the business case for a new standard. Would advertisers pay more for commercials in HDTV? If not, why invest millions of dollars upgrading to it?
The years 2004–7 provided a breakthrough period, as prices dropped, sales increased sharply, and consumers became aware of the medium. Prior to this, and unlike when black and white or color TV was introduced, there were few displays of HDTV sets with full high-definition programming in electronics stores or at other public locations. Showrooms often displayed regular programming on HDTV sets, which did little to help sell them. Many surveys showed high false positives when consumers were asked if they had high-definition TV sets. Not having seen HDTV sets or knowing what they were, many responded affirmatively merely because they believed the pictures on their regular TVs looked very good.
Almost in spite of the electronics industry and its retailers, consumers slowly learned about and began to acquire HDTV sets, although much early use involved playing DVDs, since HDTV content was in short supply. Households
Page 172 → with HDTV report that it restores the luster of television and makes it a central focus of whatever room it is in. This phenomenon is a consequence both of HDTV’s sharper images and the size of the sets. Most people buy HDTV sets that are larger than their previous TVs. Observations of HDTV viewers show that they appear to do less multitasking than when watching regular tele­vision, since HDTV holds their attention so strongly. In turning on their HDTV sets, most viewers go first to channels that carry HDTV (which are generally grouped together). Only if they cannot find an appealing high-definition program do they then go to regular channels. HDTV sets have also brought back “TV parties,” with friends invited to watch major sporting events or simply have a dinner party with high-resolution content playing in the background.26 As in the early days of black and white television, this is probably a short-term development.
Viewers of HDTV report that shows with high production values look much better in high definition and that shows produced with low budgets generally look worse than on regular television. Viewers also comment that certain types of visuals—generally, bright colors and physical movement such as from a helicopter passing over a city—work very well in HDTV and are more likely to attract people. For this reason, sports are a big draw for many HDTV households. However, relatively few of the early HDTV programs were produced to take advantage of the wider format and sharper resolution. Moreover, although most HDTV sets have very good sound capability, and some households have added high-end home theater systems to their sets, people indicate in interviews that the sound in HDTV productions varies from spectacular to terrible, and as in the case of low production values, poor quality audio sounds worse on HDTV sets. About two decades ago, Russ Neuman demonstrated that sound quality affects people’s perceptions of a screen’s visual resolution—improving the quality of the audio alone makes the visual resolution appear higher,27 which makes the industry’s error in not paying attention to HDTV sound even more egregious. Prior to 2007, very few commercials were transmitted in HDTV. Like the electronics industry, the advertising community was late to realize the new technology’s appeal for viewers.
DVRsWe discuss two types of digital video recorders (DVRs) here: stand-alone boxes such as Tivo, and DVR technology built into a cable or satellite box. Both allow viewers to record programming easily and watch at their convenience. They also allow people to create their own instant replays—for example, to review the last several seconds of a play during a football game—and to start watch-
Page 173 → ing “live” programming after it has started. Many DVR owners call the latter “building a buffer,” taking advantage of the time delay to fast-forward through commercials or boring scenes.
For five years, DVRs entered homes very slowly, beginning to accelerate in 2004 when cable and satellite companies began to put DVR technology into digital set-top boxes. One of the early problems was that many people did not understand what DVRs did, and some promotional materials made them seem like high-end VCRs. While word of mouth about DVRs was very positive, such publicity has much more effect after adoption reaches a certain threshold: five thousand people spreading their enthusiasm for a new product is not as valuable as five million people doing so.
In many households, DVRs are controlled by one person, who manages what will be recorded for everyone in the household, a pattern similar to that previously found in many households using VCRs to record programs. Some recorded programs are watched and erased within a week; others are stored for months, either because they are forgotten or because they are favorites and stored like a collection of DVDs. A combination of long-term storage and automatic recording of favorite series whenever they are transmitted (a feature called “Season Pass” on Tivo recorders) can quickly fill a hard drive, as many people—even those with the highest-capacity DVR units—report.
DVRs have been associated with time-shift television, a term developed to describe how some people used VCRs. A better term may be schedule-free television. DVRs allow people to watch any program without worrying about when it is transmitted. Users’ experience is that the technology goes out and gathers programs on any channel and at any time, making them available for viewing whenever convenient. The TV schedule becomes almost irrelevant. Moreover, schedule-related concepts such as prime time have less meaning in a DVR environment.
Another way to characterize the change from pre-DVR to post-DVR use of television is to divide viewing into two categories: open-ended and controlled. Open-ended viewing involves going through a channel lineup to find programs available at a given time. Controlled viewing involves watching something under one’s own control, free of time or channel constraints. In the past, most television viewing was open-ended, and a smaller share (prerecorded videocassettes or DVDs) was controlled. With many DVR households, the balance shifts, and more TV viewing is controlled.
DVR users report that television becomes a more enjoyable experience because they watch more of the programs they like rather than settle for what is on at any given time (evoking the “200 channels and nothing to watch” syndrome). They feel more in control of the television experience, strengthening
Page 174 → their perceptions of higher-quality experiences. Viewers also believe that time spent watching television is used more efficiently, since they can watch the programs they want in less time. For example, a DVR user can watch three half-hour programs in one hour by skipping past commercials, boring scenes, and opening credits. Those who appear to benefit most from DVRs are those who have limited time to watch television and whose schedules are inflexible. They report that the full 24-hour schedule is now available to them even though they may be able to watch television for only 1 hour a night. This also appears to confer a modest benefit on programs that are not in prime time and therefore unavailable to the largest audiences. However, published reports on DVR usage indicate that people tend to record the same shows that are the most popular with regular television viewers.
Many side effects are associated with DVR usage. One is that owners channel surf less, since they have already found what they want from the full week’s schedule. They are also less likely to multitask (for example, to read while watching television) or listen to television as background to another activity, such as housecleaning. Group viewing appears to occur slightly more frequently in DVR homes, since the technology is typically on only one TV yet many household members want its benefits. The impact on commercials has been discussed at great length: DVR users watch fewer commercials. Some important nuances exist, however. Many people report that they have stopped watching commercials completely, but follow-up discussions indicate that people still watch some commercials—for example, promotions for movies and television programs, funny or favorite commercials, and commercials with visuals that catch viewers’ eyes as they fast-forward. Indeed, it is reported that during the Super Bowl (the traditional occasion when U.S. advertising agencies launch striking new commercials), a common use of DVRs’ instant replay feature is for watching commercials a second time. Even when fast-forwarding through commercials, users see clear images for a few seconds; by contrast, those who channel surf can entirely avoid commercials. Some advertisers have begun to put still images, which can be seen clearly in fast-forward mode, on a part of the screen. Nevertheless, some analysts believe that DVRs will have a significant impact on advertiser-based business models for television, though this effect may be mitigated because most DVR users watch more TV than people without DVRs and channel surf less during commercials.
DVRs are essentially computers. They have hard drives, operating software, and sophisticated user interfaces; users interact with them as with computers. DVRs thus can (and sometimes do) crash and send error messages. They also require periodic software updates. People have come to expect such problems with personal computers but not with television.
Page 175 → VODVOD allows viewers to access specific content at any time. The selected program or movie is transmitted to a TV for which a person has the same controls as for a DVD player—play, stop, reverse, fast-forward. Some VOD programming has a usage charge, generally for a 24-hour rental; some is included in a monthly subscription package of programs; and some is free, with or without advertisements. Content includes movies, regular television programs, special interest programs, classified advertising, and games. Since it is stored on a server, there is no schedule, and programs can be of any length. Nor is there any theoretical limit to the amount of content stored. If the provider has enough storage capacity, there could be 10,000 movies or 10 seasons of a situation comedy. VOD is a major offering in digital cable services, and many observers believe that it provides cable with a competitive advantage over satellite services. However, it grew slowly during the first few years of its availability.
Consumers like the concept, but some found the reality of early services disappointing. VOD has not been able to offer the latest movies, since major studios release them first to rental shops. Availability of VOD television programs has been slowed in some cases by contract negotiations with program providers. Subscription video-on-demand (SVOD), such as HBO on Demand, which allows viewers to watch any movie offered by HBO in a given month any time they wish, has been received positively.28 SVOD inherently meets viewer expectations about content that will be available, since it does not promise to deliver any programming other than that which is on the pay movie channel’s regular schedule for the month. A key long-term question is whether VOD providers will emphasize paid content without commercials or free content with commercials. Some evidence suggests that consumers find the latter more attractive.
Observations of VOD viewing behavior reveal some of the challenges. One is the menu for available content. Some people say it is difficult to find programs when navigating through several layers of menus. Others avoid menus and may not see what is available. In response, many cable systems have put an “entrance” to VOD services on regular channels. Another obstacle is the delay in accessing VOD menus on some cable systems. Even though viewers may have to wait only a few seconds to see the menu, some move on rather than wait.
VOD is a work in progress, with significant potential benefits for viewers. Beyond solving early technical glitches and obtaining more first-run movies, two core issues that must be resolved concern the user interface29 and the appeal of micro-niche content. First, VOD requires a user interface for viewers to access programs, just as computer users require user interfaces, but what is the optimal design for a television user interface? This is much more challeng-
Page 176 → ing than it appears at first because of the resolution of most TV sets, viewers’ expectations and habits, and the limitations of remote controls in navigating through menus. Second, over the past few decades, television programming has changed from content with mass appeal to a combination of mass and niche content. VOD offers the opportunity to focus content on even narrower (micro-niche) interests. It remains unclear, however, what people are prepared to pay for different degrees of specialization and hence what levels can be supported by viable business models.
Web TelevisionTo understand how people are using video on the Web, it is important to know how faster access through broadband cable, DSL, and optical fiber lines has changed Web usage in households. Broadband has enabled many people to use the Web in ways similar to television, easing the transition to watching video on the Web. Typically, personal computers with broadband connections are on whenever anyone is at home, as is common with TV sets, and people use them for much longer sessions than they used dial-up computers. In some cases, people sit at their computers in easy chairs instead office chairs, perhaps because they spend so long there. Also, many users decorate the area on top of or next to the monitor with stuffed animals or family photographs, much as they decorated TVs in the 1960s and 1970s. Moreover, some people, especially children, use the Web in groups. For example, two or three children may sit together at a computer while using an entertainment site. In addition, since wireless networks have facilitated the location of computers in all rooms and not just home offices, as in the past; computer monitors and laptops are now found in living rooms, bedrooms, and other rooms that were previously the domain of TVs. The TV and the computer are often used together. Moreover, broadband supports a range of entertainment, not just information and e-mail. Many people use computers equipped with DVD drives as “second TV sets” to play DVD movies. As the use of computers for entertainment increases, it is easier to make the leap to video over the Web.
The amount of video watched over the Web increased dramatically between 2003 and 2009. At first, most of the programming was short—news clips, sports highlights, or brief amateur videos—but as more people adopted broadband and more content became available, many began to watch full-length television programs. What types of video content does a Web user encounter? A review of content models reveals that there are at least seven categories. The first may be called sampling or provision of short excerpts from longer tele­vision programs or films, often to encourage Web users to watch them on cable or purchase them as DVDs. A second, related category involves providing pro-
Page 177 → motional trailers for television programs or films. Typically, these are the same trailers that appear on television, in movie theaters, or on DVDs. Third, traditional third-party advertising appears on some Web sites—e.g., a video commercial for a soft drink company appearing on a general entertainment Web site.
A fourth category includes full-length television programs and films as video streams or downloads. Amateur video, as is found on sites such as YouTube, is a fifth category. These are particularly popular with younger audiences and range from short clips for mobile phones to video blogs to mashups (which mix professional and amateur content, often for satirical purposes). The sixth category, two-screen TV, includes video content on the Web that complements regular television programming. In this case, the distribution of content for a program utilizes two channels, regular television and the Web, which may provide some scenes that were not in the broadcast channel. (Two-screen TV fits within a large subset of user behavior that involves simultaneous use of the Web and television. Most of this simultaneous activity consists of unrelated television and Web usage: for example, someone may watch a sports program on television while surfing the Web for news content.) Finally, parallel broadcasting is the transmission of the same content on the Web as on a cable or broadcast channel at the same time or in a similar time frame—for example, video coverage of a major concert.
A unique variation on two-screen TV was launched by CBS during its coverage of the NCAA basketball tournament in 2009. CBS carried every game online and broadcast selected games to markets where they expected higher interest in those teams. However, if a game was a blowout, they would switch the broadcast to another, more competitive game, telling fans that they could watch the other game online.
At least five types of video streaming and downloading service providers exist: original producers and distributors of video for the Web; content aggregators, who specialize in video streaming (e.g., YouTube or Hulu); video search engines and portals, such as Google and Yahoo; social networking sites, such as MySpace and Facebook, that let people post videos; and video distributors, such as cable or broadcast networks, that offer some video on their Web sites. The sources of content include traditional television groups (NBC or ESPN, for example), underground video producers, and amateurs who create programs such as video blogs. The experience of watching Web video has improved markedly, but it is not as consistent as for video received over cable or satellite TV. Some content is poor quality (e.g., content created with mobile phone cameras) but acceptable in small windows. Increasingly, however, content is of reasonable to excellent quality.
Video file sharing of television programs and even movies is widespread, especially among young people, in spite of efforts to stop it. Gali Einav found that
Page 178 → video file sharing is very common among college students for reasons of convenience, control, and immediacy.30 Very few students were concerned about the legality of sharing copyrighted material, regarding it as a form of sampling content to determine if they wanted to buy it.
From a viewer’s perspective, Web TV promises access to an in-depth inventory of video content across a broad range of categories, all of it on demand and much of it interactive. A specific program might be free with advertising or available for a fee without commercials. A movie might be offered in different price ranges depending on when it is rented or on its level of resolution. Such is the potential flexibility of the Web as a video distribution channel.31
Video for mobile devices, such as for storage on iPods or streamed to mobile phones, is another important category, discussed in chapter 10.
Implications for the FutureThe new television technologies have led to several common changes in consumers’ experience of television and their viewing behavior. Overall, these technologies have provided more control over viewing, created more active viewers, reduced dependence on schedules, and increased the time people spend with video programming. That viewing is more active does not necessarily mean it is more active for all viewers all the time: degrees of activity vary by time of day, age, gender, and personality. In addition, increased activity does not diminish the relaxation function of television. Some people find increased activity to be relaxing. Increased time with video programming does not necessarily mean more time with traditional broadcast or cable TV programs, since many people now spread their television viewing across more delivery systems such as DVDs, the Web, and on-demand content. Traditional television viewing on TV sets remains a major component of the average person’s day but it is not as dominant a force as in previous decades.
Some of the new technologies—e.g., HDTV and DVRs—have increased the amount of group viewing. This, however, may be an artifact of the fact that a household has only one HDTV set or one DVR that everyone wants to share. As households acquire second and third units, they may return to more personalized consumption of television.
Changes in television technologies and viewer behavior have a number of implications for consumers, content producers, and media organizations. One important consequence of the new television environment is complexity. Users used to take for granted the easy operation of a television set: turn it on, change channels, set the volume, sit back, and watch. In the new environment, TVs are computers with multiple modes, inputs and outputs, and complex remote controls for operating numerous functions. Some viewers, especially older people
Page 179 → with little or no computer experience, have trouble operating these TVs and finding programs that may be a few steps down in a series of menus.
The future will offer no escape from television sets with user interfaces, but what forms will they take? What, for example, is the best way to organize and access television channels in a digital cable or satellite environment? Current options include a traditional linear channel lineup accessed by up/down arrows on a remote or direct entry, an on-screen menu, and special keys on a remote control. The linear channel lineup becomes problematic with hundreds of channels/services; special keys on a remote are problematic in an environment where households have several remotes, each with dozens of keys; and menus require submenus and raise the possibility that some viewers will become lost while trying to find channels. The design challenge is significant.
Will television schedules disappear, except for live events? Possibly, but the timing is unclear. DVRs, VOD, and Web TV effectively take away the television schedule and make programs available at any time. If these technologies become widely accepted in the marketplace, television schedules could become history. Someday, a broadcast network or cable channel might announce, “We have 235 programs available this month, watch them when you want, where you want, and on any display device you want.”
As television schedules become less important, storage and networking of television programs become more important. Storage of television programs began with the videocassette. VCRs were also rudimentary forerunners of home networks, linking stored content with the TV. Today, DVDs, DVRs, computer hard drives, and servers at cable systems or Websites provide additional storage devices for programming. Networks linking stored television content and display devices include wired and wireless home networks, cable systems, broadband, and 3G networks for mobile phones. Many more such systems are emerging or under development—for example, devices that forward video content received at a person’s home to virtually anywhere (sometimes called place shifting).32 Both the time and location of television viewing are much more flexible than in the past.
Given consumers’ very positive reactions to DVRs and the dramatic changes in viewing behavior evidenced by some of those households, the question has arisen whether DVRs will destroy the business model of commercial television, in which advertisers pay for programs because people watch the advertising placed in them. The answer hinges on whether the mainstream users of DVRs built into cable and satellite boxes will change their viewing habits as much as the earlier adopters of stand-alone Tivo boxes.
Mainstream DVR users are not as extreme in using the technology as the earlier adopters. A study by Horowitz and Associates for ABC/ESPN in which a large group of households received DVRs found that many people did not use
Page 180 → them very much or found only modest value in their core features. This parallels earlier research about VCR households, which found that over time, the use of VCRs to record TV programs diminished.33 Interviews also suggest that second-generation DVR households are not changing their viewing behavior as dramatically as the earlier adopters. Added to this, both groups watch more TV because of DVRs. The jury is still out on the long-term impact of DVRs: while they do not appear to represent the end of commercial television as we know it, even a moderate loss of eyeballs watching commercials could affect business practices.
What is the future of advertising in traditional television, Web TV, and television watched through DVRs? If many people change channels during commercials and fast-forward through them on a DVR, advertising and television may respond in any of several ways: (1) the viewer may pay for more content, and advertising will diminish; (2) sponsorships of programs, common in 1950s commercial television and used today on public television in the United States, will become more frequent; (3) product placement within programs may continue to increase; (4) more advertising may be digitally inserted as background within content; (5) a “newspaper model” of advertising may be employed on television, with content and advertisements appearing in different windows on the same screen; (6) icons or message flags may be inserted in commercials to signal DVR users about the type of commercial through which they were fast-forwarding; and, (7) prime shelf space in EPGs and interactive TV menus may become a valuable advertising venue. Advertisers have been slow to experiment with exactly how people fast-forward through commercials and why they watch some but not others. Experimentation may lead to a new style of commercial for the DVR environment. Regulation may also play an important role. For example, the U.S. regulatory environment is relatively lax compared to Europe on the issue of product placement, meaning that Europeans are less likely to see branded soda cans, candy, and cars in programming.34
Just as advertisers have been slow to adapt to the DVR environment, program producers have been as slow to adapt to the HDTV environment. A great deal of content is recorded and transmitted in HDTV, but the style of the programs has generally followed the style of traditional programming. HDTV viewers report that wide shots in sports programming work much better in HDTV because they can see details that are lost in traditional television. In addition, blemishes, wrinkles, and even sweat are visible in HDTV, making some actors and reporters look better or worse. In the long term, after HDTV sets are in a majority of homes, producers will have learned how to create programs that take advantage of the special features of HDTV. What is unclear is whether a new generation of actors, reporters, and politicians will advance to new heights of popularity because they come across well on HDTV, as happened after radio, black and
Page 181 → white television, and later color television were introduced. We may look back at some point and realize that Barack Obama was the first HD U.S. president. As we gain more knowledge about the HDTV viewing experience, many surprises are likely to affect content. Robert Kubey and Mihalyi Csikszentmihalyi, for example, hypothesize that HDTV will increase eye movement and involve greater cognitive activity, much as in watching a movie in a theater.35
Web TV is the new kid on the block. A few years ago, many media analysts dismissed it because of the belief that Web technology could not adequately handle video and that people would not watch TV programs on computer monitors or laptops, much less on mobile phones or small-screen portable media players. However, households with broadband Internet access have accepted many forms of Web TV, and the technology continues to improve. Equally important, many viewers have come to accept the computer monitor or laptop as a second television set, much like a kitchen TV.
Audio provides another challenge. Much Web video viewing occurs in offices where audio could reveal that a person is not hard at work. Many workers have found ingenious methods to mask the fact that they are listening to their computer—for example, using one earbud on a side that cannot be seen by someone walking by a cubicle. Web video programmers may adopt the strategy of CNBC (which is often muted in office environments) of presenting key information visually and therefore not requiring audio. More generally, the challenge is to adapt content to meet the characteristics of the Web environment, with its different broadband speeds, screen sizes, and social contexts for viewing.
For a long while, television content providers such as the major networks perceived the Web as a competitor for people’s time, and it is. However, content providers now believe that the Web offers an opportunity to distribute programming. Just as they feared cable and satellite but ultimately came to embrace them as new ways to deliver programs, the television industry has come to view the Web as yet another distribution opportunity. Beyond distributing regular programs and short excerpts from existing shows, it is unclear where program providers will obtain content to feed the voracious appetites of Web users. They could turn to Web users themselves to generate content in the form of games, chat, and other types of interactive television (see chapter 8). They could also repackage user-generated content, as some do now, in the form of even more Funniest Pet Tricks or newsmagazines based on video captured by ordinary people. New micro-niche programs are also possible, assuming that production costs remain manageable and revenue will support them. However, such programming presupposes that the trend of audience fragmentation will continue. As David Waterman observes, the efficiency of fragmentation was supposed to create a higher advertising cost per thousand viewers, but it simply has not materialized.36
Page 182 → Regardless of changes in technology, television’s core functions of providing relaxation, entertainment, information, and escape37 are unlikely to change. However, the ways in which these core functions are provided will change, thereby affecting both viewing behavior and content. As long as television technology continues to change—and there is no indication that it will slow down in the near future—viewing behavior and programming will continue to evolve.
Page 183 →  Six //Videophones and TeleconferencingThe ear is probably the most intelligent organ the body has.
—Daniel Barenboim

When AT&T introduced the Picturephone in the middle of the twentieth century, it was the start of another era for new media. Unfortunately, it was a false start. A prototype had been created in 1956; it was unveiled at the New York World’s Fair in 1964; soon after, it was launched as a service for business subscribers; in 1970, it was introduced in Pittsburgh and Chicago as a service for residential subscribers, and AT&T forecast that 2 million units would be in use by the mid-1980s. However, it was withdrawn in 1973, having cost the corporation an estimated half a billion dollars (vastly more in today’s dollars). Many successor videophones have been launched in North America and around the world, but video telephony is still not fully established in the marketplace. Over the succeeding four decades, Picturephone’s spin-off, videoconferencing, fared distinctly better, but even it has done far less well than was widely expected. In the case of videophones and videoconferencing, the most important lessons—and the main reason that expectations proved unrealistic—relate to repeated failure to understand intended users and their needs.
This case study focuses on two-way, real-time, audio-only, and audiovisual media. The three main technologies are videophones, videoconferencing systems, and audioconferencing systems. (The term teleconferencing has sometimes been used to include computer conferencing, a very different medium [see chapter 7].) These technologies differ greatly in the speed with which they have moved along the adoption curve. A decade or so passed before audioconferencing became commonplace, but videoconferencing required two to three decades to achieve rather modest adoption, and videophones still have not been widely adopted after about five decades. If the most rapidly adopted of the three, audioconferencing, appears too ordinary to be interesting, bear in mind that it is indisputably by far the most successful and that the reasons for this phenomenon go a long way toward explaining the relative lack of success of the more glamorous members of its family.
Page 184 → With a few exceptions—for example, when it is used for formal presentations or for instruction—the content of this set of technologies is not created by media professionals for consumption by an audience; instead, it is generated by purposeful interaction among end users (creating, in modern parlance, user-generated content). In consequence, these technologies raise issues in which scholars in the field of mass communications, with a few exceptions, have shown little interest, perhaps because the theoretical constructs in the field are not easily applied to these media. Fortunately, however, the findings of others, together with the industry’s half century of success and failure, have created a good understanding of the user issues involved, even though no established theory yet explains why, in many situations, the addition of a visual channel adds so little to the efficacy of a speech channel.
Terminology: Audioconferencing
An audioconferencing system gives three or more users at two or more locations the ability to hear and be heard by one another. Three-way calling and use of loudspeaking telephones are the simplest examples of this functionality, but much more sophisticated technology is necessary to provide good sound quality if there are more locations and/or larger groups at any location. The former requires a bridge to connect the telephone lines, each of which joins the bridge at a separate port.
Enhanced audioconferencing refers to the enhancement of basic audioconferencing by a parallel low-bandwidth system that usually provides for the transmission of graphics. Starting in the late 1990s, Web conferencing has provided a significant means of enhancing some kinds of audioconference.

Users and Providers of AudioconferencingSome historians might argue that the first audioconferences were shared party lines in the late nineteenth and early twentieth centuries, but such lines provided inadvertent conference calls mostly as a result of eavesdropping. Conference calls as such date back about a century to an early 1900s three-way call between an insurance salesman, his client, and the salesman’s boss, all of them in New York City, to close a sale. However, the use of the audioconferencing medium started to build momentum only at the beginning of the 1970s, a time of structural stability in the telecommunications industry when markets were dominated by AT&T and by its overseas counterparts, almost all state-owned monopolies. Their interests in new person-to-person services were limited to
Page 185 → videophones and videoconferencing. The initiative and energy behind audioconferencing’s early years came not from within the industry but from the user community, and even then not mainly from corporate users but from the public sector, including education.
In the United States, the indisputable leader in attracting interest to the medium was a team at the University of Wisconsin-Extension that was propelled into the field in the second half of the 1960s, when the state legislature mandated that the state university make continuing education available across the state through centers in close proximity to residents. This development solved the critical problem faced by working professionals such as nurses and teachers who needed to obtain training necessary for recertification. Audioconferencing appeared to offer the only affordable means of meeting the requirement. The team’s successful pioneering work bore a strong evangelical tone and soon diffused to other centers of continuing education.1 In the United Kingdom, the baton was carried by the government’s Civil Service Department, which managed the domestic civil service, the country’s largest user of telecommunications services. Within a few years, the United Kingdom’s Open University was significantly involved as well. While it was best known for its use of television and radio, it designed its teaching with a sophisticated understanding of the importance of finding not the right medium for a particular course but the right mix of media to match each course’s component activities. For widely dispersed students, a local teacher used conference calls to provide group tutorials, a valued feature of the British approach to university education. In Canada, early leadership came from the Department of Communications, stemming from its interest in effective use of telecommunications within government.
Initial Technical ProblemsIn the late 1960s, important technical challenges needed to be met. One related to the equipment available to enable groups, rather than just individuals, to participate at any location. The loudspeaking telephones of the time could provide adequate speech transmission for only about five people sitting within roughly three feet of the microphone. The conference telephones that accommodated larger groups were somewhat clumsy to use and decidedly vulnerable to poor room acoustics. Both kinds of devices suffered from the need to include mechanisms to stop positive feedback—i.e., the leakage of sound from a loudspeaker into a nearby microphone creating what is appropriately known as howlaround. In addition, to prevent an accumulation of background noise from obscuring the signal, only one microphone usually could be live at a time. The voice-switching mechanisms used for these purposes often clipped
Page 186 → the opening syllable from speakers’ remarks and made for awkward transitions among speakers.
The other main technological challenge arose from the need to interconnect multiple sites. What works well enough for an amateur electrician—merely connecting together the copper wires—would not have worked for conference calls. The signals arriving at the common point needed to be boosted to be heard adequately at their destinations, and differences in signal strength needed to be reduced to avoid disconcerting differences in the loudness of sound from different locations; these processes had to be carried out without injecting interference into the signals. Purpose-designed bridges accomplished this task, but in the late 1960s, the available bridges were very limited in both quality and functionality.
Neither bridges nor conference telephones existed that were adequate for the purposes of the distance learning system that the team at the University of Wisconsin needed to establish. The team commissioned its own equipment of both kinds and used it initially on a network of private telephone lines, which provided a better quality of transmission than the regular dial-up telephone network of the time.
By the mid- to late 1970s, about 25 U.S. corporations and research organizations (including the National Aeronautics and Space Administration) had permanently equipped teleconferencing rooms. Most were only for audioconferencing, and they were linked together by dedicated circuits. By the end of the decade, however, technology had improved to the point that many corporate conference calls took place over the dial-up network rather than over private networks. The market has subsequently continued to develop, and a continuing stream of improvements has occurred in the effectiveness, functionality, and value for money of the associated technologies. The replacement of analog by digital equipment in the dial-up network has also played a significant part in raising the overall quality of conference calls.
Other Early ProblemsOther significant obstacles to widespread adoption of audioconferencing could not be overcome by improving the technology. One was the general lack of interest in the market shown by AT&T and its counterparts in other countries. This lack of interest both reinforced and was reinforced by a lack of understanding of how customers actually used audioconferencing. As a result, AT&T did not pursue possible technical improvements that could have reduced users’ irritation with some aspects of the services, and they were unaware of the medium’s enormous potential. Because bridges were relatively expensive, required spe-
Page 187 → cialized expertise, and for technical reasons had to be positioned at an optimal location inside the network (not on users’ premises), it made economic sense for bridges to be owned and operated not by user organizations but by companies that provided interconnection on a fee-for-service basis. The Bell System had a long-established service—“the conference call operator”—but it was expensive to provide, offered poor value for money relative to what others were soon to offer, and was not promoted. Before the telecommunications industry became highly competitive following the breakup of AT&T in 1984, much easier pickings lay elsewhere. A related obstacle was created by the fact that until the 1990s, the quality of the dial-up network was such that technical problems were frequent: particular examples occurred when sound quality deteriorated or the connection to one or more of the locations was dropped. Ensuring that a conference call was technically satisfactory required an operator to monitor it, taking the appropriate action if the sound quality deteriorated or one of the parties was dropped. However, regulations to protect the privacy of telephone users prevented Bell System operators—but not those of other telecommunications companies—from monitoring telephone calls. As a result, even if the Bell System had wanted to, it could not have provided a high-quality service.
A third obstacle was the heritage of the Bell System as a monopoly that perceived no need for aggressive marketing of its services or for user-friendly sales language. So, for example, some brochures directed toward potential users described teleconferencing as a “tariffed service,” a description that conveyed little information to lay users. AT&T also set up barriers for end users and third parties who wanted to attach equipment to the network, a holdover from the days when the Bell System was an end-to-end monopoly that owned both the network and all attached equipment.
The fourth and certainly not the least important of the obstacles was the novelty of the medium. Strange as it may seem now that conference calls have become commonplace, as recently as the late 1970s, prospective users typically underestimated by a large margin how well the medium would work in a wide variety of situations and were nervous about their ability to use it. They needed to have their hands held, a process that often involved advice for the chair ahead of an audioconference, the reassurance that a skilled operator could immediately jump in if necessary during it, and sometimes the facilitation of questions and comments from locations the chair could not see. In particular executives, who were used to high levels of control needed extensive hand-holding; the lack of the visual communication channel was prone to cause them anxiety. In addition, they did not want to look stupid when problems arose—problems such as fire engines passing a location with an open window or a presenter who was difficult to hear because he put his speakerphone’s microphone in his
Page 188 → desk drawer to get it out of the way. In such cases, only the conference operator could immediately identify the site causing the problem and take the necessary corrective action. Other aspects, like how to phrase a voice vote to make sure that people really were agreeing, required a little coaching, but such advice resembled what people learned in public speaking courses. As one of the nascent industry’s most successful leaders put it at the time, “high touch” was more important than high tech. He commented on those days,
I recall that most of our early clients were very frustrated with their conference calls. I decided that their frustration levels were so high they would remain deaf to suggestions of any other applications until I fixed their most pressing communication problems. The “high touch” approach helped create a bond between the operator and the person most likely to be in the line of fire when a conference call didn’t work—the administrative assistant and/or secretary. Once we fixed the most critical problem, it was much easier to suggest other applications or changes to the way they handled their calls.2

Examples of applications he subsequently suggested included a routine of quarterly conference calls and use of the medium for press conferences. Several other service bureaus—companies started to provide the interconnection service—also strongly emphasized providing user support via their operators, thereby playing a crucial role in opening up the market. The contrast with AT&T is again notable: even if the company had not been restricted from monitoring calls, human operators would not have represented one of the strengths of the Bell System’s operating companies or of its overseas counterparts. Nor, as organizations, were giant telephone companies suited to nurturing a fledgling “high touch” business.
Some may question whether audioconferencing made use of a new medium or represented for most users simply a new application of the long-established telephone. The answer depends, of course, on exactly how one defines a medium. Though an interesting theoretical question, it does not need to be answered to address the issues with which this chapter—or this book as a whole—is concerned. What matters here is that for the vast majority of its users, it clearly differed sufficiently from the regular telephone that they reacted to it as though it were a new medium.
Some Variations on a ThemeConference calls are not used exclusively by those working in corporations or public sector organizations. Sometimes they link members of the corporate
Page 189 → world with interested parties outside it; sometimes they are used entirely within the community. In both cases, some of the calls have a very large number of participants.
GAB services were essentially conference call services for recreational purposes. They allowed any members of the community to call in and join conference calls on a wide variety of topics. (The term GAB is a play on words, both an acronym for group access bridging and slang for talk.) They were first introduced in Argentina in the early 1970s and spread via the United Kingdom to the United States by the early 1980s. In the United States, they generally used the 976 service, in which a local call was billed at a premium rate, typically about 35 cents per minute. Use grew very rapidly, and the services generated easy profits for the telephone companies that offered them. The number of participants on a call was sometimes very high, which led to the development of a new generation of bridges with hundreds of ports, rather than up to 96, which had been the previous limit. However, concerns arose about the lack of barriers to prevent children from calling into discussions considered inappropriate for them or from running up enormous telephone bills; the resulting regulation effectively stifled the U.S. market for more than a decade. The services later returned in the form of today’s “chat lines” (audio services, not to be confused with text chat services).
Very large conference calls with more than 100 participating locations sometimes occur in the context of multilevel marketing. The largest call thought to have ever taken place involved Tupperware and linked about 300 locations. Some of the largest of today’s calls include well over 100 participants in church services. The calls provide those who are unable to travel to church with an easy and relatively inexpensive means of joining in group worship. Michael Luo has described a variation on this theme:3 four nights a week, a one-hour conference call links immigrants to the United States from China’s Fujian province, who use their mobile phones and free “night-and-weekend minutes” to join in Bible study and prayer conducted in Mandarin and led by the minister of a Fujianese Protestant church in Manhattan. Most of these participants are isolated and lonely illegal immigrants working for low wages in Chinese restaurants scattered across the country.
Until 2000, corporations often held conference calls to discuss their quarterly earnings figures and related matters with invited securities market professionals. However, the U.S. Securities and Exchange Commission concluded that participants had an unfair advantage because they were slightly ahead of others in receiving information that could affect stock prices, and it issued Reg FD (Fair Disclosure), which required that all such calls be open to any individual who wanted to participate. The initial result was very large and hence unwieldy
Page 190 → and expensive conference calls, but a hybrid approach subsequently emerged: financial analysts and members of the press (or the favored among them) were invited into a regular conference call; the content of this call was simultaneously made available to anyone else who wanted to hear it as streaming audio on the Web. In addition to saving money, this strategy eliminated the possibility that unfamiliar members of the general public could surprise company officials with unwelcome comments or questions, another risk of a conference call open to anyone.
The idea of having two classes of participant—an inner circle with a two-way connection and an outer circle with only a one-way connection—has been implemented in a variety of videoconferencing situations as well, including the Reading two-way cable television project (see chapter 8). A creative variation in the audio realm was started in the 1980s. Ahead of important football games, radio sports reporters were invited to take part in a regular weekly conference call with coaches of the Big 8 Conference football teams. The sports reporters recorded the event, then wrote down the questions that they had asked and edited out all but the coaches’ responses. Local outlets created “actualities,” in which local reporters read the questions and then played the tape of the coach’s answer, giving the impression that small stations had increased clout and substantially improving the ratings for their news broadcasts. The number of small stations paying access fees to participate in these calls grew rapidly.
From Operators to AutomationIn addition to their crucial role in making audioconferencing user-friendly and providing low-key instruction, operators performed other tasks. An important one was to connect participants to the bridge. For some years, this process meant calling out to each location in turn (hoping the line would be free and someone would answer), exchanging a few words, and connecting the line to the bridge. When many locations were involved, the process took a long time to complete. Calling out was gradually replaced by calling in, but it remained necessary for an operator to check that the callers were authorized participants and then connect them to the bridge. Over the years, as automation increased, participants became able to use preassigned PIN numbers to enter the bridge without the intervention of an operator. By the end of the 1990s, operators had become unnecessary for the majority of calls. Users had long since ceased needing their hands held. With PIN numbers for security, users could enter bridges by themselves; they very rarely encountered technical problems. Organizations and individuals had contracts with service bureaus that provided bridging services on demand, eliminating the need for prior reservations,
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Increasing automation occasionally caused problems for users. In some embarrassing cases, unauthorized people (sometimes financial journalists) eavesdropped on conferences because, for example, PINs were not changed after an employee had been dismissed. And the increasing use of mobile phones created difficulties when participants in a conference call did not appreciate the importance of avoiding noisy environments. But such problems could be avoided by the disciplined adoption of sensible procedures. For service bureaus, automa-
From Automation to Commoditization
Automation brought a very rapid transition in the bulk of the business from operator-handled to user-handled calls. In 1997, about half of all calls were operator-handled; five years later, customer-handled calls had grown to more than 90 percent of the market in North America and other industrialized countries.
It became impossible to distinguish one automated conference call bureau’s service from another’s. Automated conference calls became a commodity, to be bought on the basis of price alone. A cutthroat price war broke out, first in the United States and within two to three years in most of the rest of the industrialized world. Prices plummeted. In 2000 the average price of all calls (automated and operator-assisted) through North American service bureaus was about 24 cents per connected location per minute; by 2005, this number had fallen to 8 cents. Some large corporations negotiated prices of less than two cents per connection per minute for their automated calls, including the long-distance charges for the toll-free lines used.
Service bureaus are still necessary to provide operator-handled service for a minority of calls, but their role in what has become the commodity end of the business is a historical anomaly in the evolution of the public telephone network. Human operators originally were essential to conference calls, but they are no longer necessary for about 95 percent of today’s business. Automated conference calls are essentially a network operation—like call-forwarding, for example—that ought to be most efficiently handled as just one of the many features in the networks of the various companies that provide telephone service. Conference calls can also be handled by users’ computers. Skype has been moving ahead rapidly in this area, as have Microsoft, Cisco, and other major players. For three decades, service bureaus played an essential role in the emergence of a modest but extremely useful and heavily used medium. While their era appears to be ending, audioconferencing itself is certainly not going away.

Page 192 → tion immediately lowered labor costs, thereby providing higher margins and, as volume continued to soar, considerably increased profits. A happy picture? No, a vivid example of hubris.
The Conference Call IndustryU.S. service bureaus initially were small independent companies, happily tolerated by the telephone company giants for whom they generated long-distance traffic. The bureaus were responsible for the widespread adoption of audioconferencing except in the specialized field of education. Business boomed, and in the early 1990s, some were bought up by telephone company giants, who finally entered the market. Consolidation of the industry started in the late 1990s. By 2006, it was dominated by West/Intercall, MCI, AT&T, and a few other large players formed from the amalgamation of what had once been much smaller service bureaus. The industry’s total global revenues in the mid-2000s were estimated as somewhat over $2.5 billion a year. Growth has remained at a consistently high level for two decades.
Visual and Other Enhancements for AudioconferencingAlthough the diffusion of audioconferencing has been highly successful for more than three decades, this was not the case in one area associated with it: the provision of various relatively low-cost nonspeech enhancements that could operate over regular telephone connections. Systems were developed and marketed for each of the following purposes:
	automatically identifying the individual speaking at another location;
	indicating to the chair that someone from another location wished to speak;
	controlling slide projectors at other locations;
	transmitting still video images to the other locations (e.g., slow-scan television);
	transmitting writing or drawing in real time to monitors at other locations (e.g., electronic blackboards);
	sharing computer applications among locations.

Except for occasional modest successes with the use of various visual adjuncts in audioconferencing sessions over the telephone network for the purposes of education and training, these enhancements have failed. On the surface, this
Page 193 → development is surprising: any of them would have enabled users to overcome an obvious limitation of the speech-only medium at a relatively moderate cost. The reasons seem likely to stem from the fact that their use would have substantially interfered with two distinctive advantages of audioconferencing: its convenience and its flexibility.
Web conferencing, introduced in the mid-1990s, opened a new chapter in enhancements to audioconferencing.4 It enables
	computer applications to be shared among locations;
	a Web page to be shared among all locations and modified in real time by participants at any of them;
	those at all locations to view a PowerPoint presentation or a video file and discuss what they are seeing;
	the distribution of documents before or during a meeting via e-mail;
	back-channel communication between two or more people in the meeting via instant messaging.

It can be used in either a passive mode (viewing a presentation) or an interactive mode (contributing to a Web page). Services come in “meet-me” or assisted versions and in a wide range of pricing options, including free.
Web conferencing services differ from earlier enhancements to audioconferencing in three respects. First, they provide an integrated package of enhancements on a familiar platform (the Web), while each of the earlier enhancements, operating over the telephone network, generally required a distinct system. Second, the ubiquity of the Web and the large number of Web conferencing service providers (more than 60 companies in the mid-2000s) have made it far easier for the services to receive wide exposure. Third, unlike most of the earlier enhancements, Web conferencing requires only personal rather than shared terminals, making it easy to try out and generally much less inconvenient and inflexible than earlier visual adjuncts.
Users and Providers of VideoconferencingIn the mid-1960s, videoconferencing took place ad hoc between groups of people at two points. But the only transmission plant available was analog, with the result that a videoconference required about a thousand times the transmission capacity of a comparable telephone call. Significant costs were also associated with physical facilities: color cameras that required extra lighting and hence extra cooling that often exceeded a building’s existing capabilities; a large com-
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Videophones are desktop, tabletop, or handheld (in this case, third-generation mobile phone) devices, generally intended for the use of only one person at each location. They allow users to hear and be heard by and see and be seen by users at one or more other locations. In the past, they were generally stand-alone, purpose-designed devices. However, the necessary functionality can also be provided by personal computers equipped with cameras, microphones, and speakers. In this chapter, computers functioning in this way are considered videophones.
Videoconferencing systems also allow users to hear and be heard by and see and be seen by others; unlike videophones, they are designed for groups of people at any of two or more locations, not just a single user or two. They are often permanently installed in conference rooms, though some can be moved among rooms on carts and set up as needed. They generally use higher-capacity transmission and larger screens than do videophones and provide better audio. In addition, they are likely to have features such as additional cameras for showing documents as well as a control system to allow someone at each location to control the outgoing video signal (e.g., switching between a view of participants to an image from a document camera).
As the terms are commonly used, there is no clear distinction between video telephony and videoconferencing. Suitable videophones can, for example, be used by some participants in a videoconference.
The term videoconference has sometimes been used to cover two other types of event, but it is not used for either here. In one, a television signal is conveyed unidirectionally from one location to a number of others (sometimes with a parallel audioconferencing system enabling interaction among the locations). This is essentially closed-circuit television. Transmission used to occur by satellite but now generally takes place by video streaming. It has proved useful and cost-effective for such purposes as training and for conveying messages from CEOs to corporate employees, with the number of receiving locations ranging from a handful to a hundred or more. It has previously been described by more specific terms, particularly ad hoc videoconferencing and point-to-multipoint videoconferencing. The term videoconferencing system has also been used rather misleadingly to refer to audioconferencing systems that provide the additional capability to exchange still video images among sites.

mitment of floor space; sometimes large and expensive satellite transmitters and dishes; and a new group of support personnel. Videoconferencing was a decidedly expensive proposition.
A four-city service operated by the German post office—Fernsehgespräch—in the mid-1930s was probably the first public videoconferencing service,5
Page 195 → though the concept (the telephonoscope) was envisaged in the late 1870s in both Europe and the United States.6 At the start of the 1970s, AT&T introduced a trial service linking together public conference rooms in a few major cities. The British Post Office, the forerunner of British Telecom, did likewise with its Confravision service and was followed by a few other telephone administrations in Europe and later in other parts of the world. Users could reserve a pair of rooms (and the link between them) and pay according to the duration of the time reserved. These trials did not produce promising results. The main challenge was perceived as being a significant reduction in the costs of transmission (in the United States, a videoconference meeting between New York and San Francisco cost approximately $2,000 per hour), which was achieved by digital compression. A variety of other problems existed but were not well perceived at the time.
Digital Transmission and CompressionAt the start of the 1980s, very substantial reductions in the transmission costs of videoconferencing were achieved with the introduction of codecs to transmit signals over digital circuits. Codecs translated signals between the analog versions then used by cameras (as well as monitors, microphones, and loudspeakers) and corresponding digital versions and then processed the digital versions (in real time) so that they would require much less transmission capacity. With lower degrees of digital compression, the loss in picture quality was imperceptible; with higher degrees, transmission costs dropped, but the savings had to be weighed against noticeable degradation of picture quality.
Highly impressive improvements in codecs have been made during the past 25 years. The most important have occurred on three fronts: squeezing the digital signals so that they require even less transmission capacity (lower data rates), offering better picture quality at these lower data rates, and becoming much cheaper. (With improved audio systems and cameras no longer requiring high light levels, special treatment of conference rooms became unnecessary, too.) Since about the mid-1990s, it has been possible to install a functional corporate videoconferencing system for under $10,000 per location, though it is easy to spend much more. The corresponding cost in the early 1980s was about 100 times higher.
The use of codecs and digital transmission initially did not provide a complete solution. During their first decade of use, serious problems arose in interconnecting private videoconferencing systems. One problem was that three competing manufacturers made incompatible codecs. Another was that digital transmission networks available from competing long-distance carriers
Page 196 → (AT&T, MCI, and others) did not interconnect. While third-party companies offered gateway services to solve interconnection problems, these services added to both the cost and the effort required to set up videoconferences. Since user organizations naturally ensured that their different videoconferencing rooms used compatible codecs and were on the same carrier’s digital network, interconnection problems arose only when there was a need for videoconferencing between different organizations. Since the demand for interorganizational videoconferencing in the absence of these problems is not known, it is not clear how much they held the field back. Nevertheless, the awkwardness of interconnecting video users stood in stark contrast to the ease of interconnecting audio users via the telephone network.
The problems were resolved with two developments at the start of the 1990s. One was the design and adoption by a working party of the International Telecommunications Union of global standards for codecs operating over digital networks. The other was the deployment of ISDN, a public, dial-up digital network to which any location could be connected, just as with the regular (analog) public network. Videoconferencing could operate over ISDN, generally using the equivalent of between two and six digital telephone lines in parallel, with toll charges between two and six times what they were for a regular dialed telephone call. Most user organizations soon installed new standards-compliant codecs and connected to the ISDN network.
To judge from the subsequent increase in the sales of codecs, these two developments substantially enlarged the videoconferencing market, in part because of a reduction in uncertainty (the risk of buying a codec that subsequently turned out to be of the wrong type) and in part because the increased reach and lower costs of ISDN foreshadowed an apparently better return on the investment in videoconferencing. That the standard was welcomed in the field was illustrated by the outcry when Intel began to develop a chip for videoconferencing that would not comply with the standard. The company quickly abandoned the idea in the face of complaints from suppliers and users alike.
Public Videoconferencing ServicesBy the early 1980s, essentially all videoconferencing was digital. By then, two different approaches were being followed. One was based on the use of public conference rooms that could be rented by any user organization. At first, generally only two locations were linked, though the ability to add a third and a fourth soon became usual. In the United States, AT&T offered its 12-city Picturephone Meeting Service. This videoconferencing system was not, however, based on AT&T’s Picturephone but used entirely different technology; the name was probably the only useful asset AT&T was able to salvage from the debacle of
Page 197 → its by then deceased videophone. A few other organizations—Sprint, Kinko’s, GTE, and some hotel chains—later began to compete with AT&T in the United States.
None of the public conference room services had particular success in any country, and today they represent a very small portion of the overall videoconferencing market. They suffered from significant drawbacks. One was the need for users to leave their offices and travel to the unfamiliar turf of a public facility. The most disagreeable and wasteful parts of long distance travel—with which the industry thought it was competing—were often the local ends, and videoconferencing did not eliminate such needs. Another disadvantage was the fact that the lead time necessary for reservations reduced flexibility. For example, some international services in Europe in the mid-1970s required users to make bookings about a week in advance. Where speed was important, travel was much preferable.
Private Videoconferencing SystemsAfter digital transmission was introduced, the other approach featured user organizations’ installation of private systems on their own premises at various locations. Two of the first systems, dating from the early 1980s, were at Bank of America and Citicorp. Each of the early installations required an investment of close to a million dollars per location for equipment and the adaptation of the conference room (particularly for acoustic and cooling treatment). Other costs were also involved, primarily for transmission and technical staff.
Satellite Business Systems
A particularly ambitious and high-profile videoconferencing service was launched in the early 1980s by Satellite Business Systems (SBS), a jointly owned subsidiary set up for the purpose by IBM, Comsat, and Aetna in 1975. The company launched its first satellite in 1980. Its main line of business was the installation of videoconferencing rooms on users’ premises and the leasing of satellite transmission capacity for their interconnection. SBS was a pioneer in using satellites for business applications and took advantage of new Ku-band technology that significantly reduced the size of satellite dishes on users’ premises. However, satellite transmission also introduced a slight delay in exchanges between people at different locations, and the service required companies to significantly alter their methods of business communication. The videoconferencing service was discontinued after a few very disappointing years, and in 1987, the SBS satellites were sold off to MCI to be used for other purposes.
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Outside the Office: Need Can Overcome Lack of TransparencyThe more corporate videoconferencing encountered disappointing results, the more professionals in the field emphasized the need for systems to be “transparent,” by which they meant that using them should be as easy and intuitive as possible. Even though we regard this advice as sound, several of the videoconferencing systems installed between the mid-1970s and the mid-1990s were not at all transparent but nonetheless had great success. Significantly, none of these examples involved office communications or was successfully adopted elsewhere; however, taken together, they and other examples suggest that when the perceived need is high enough, transparency does not matter.
By the 1980s, Boeing was using 12 videoconferencing rooms, ranging from 3 to 38 miles apart, to link together work groups developing its 757 aircraft scattered around the Seattle area. The system was jerry-rigged, untidy, far from transparent—and highly successful. “In fact, at one point, the project was thirty days ahead of schedule and the company attributed this time saving to the teleconferencing system.”7 Contrary to the received wisdom of the time, the distances involved were fairly short, and the main benefit was speeding up work processes rather than achieving savings from substitution for travel. The system’s ad hoc nature, with a low level of automation since it used human operators, made it very easy for those concerned to adapt its features as they went along.
The two-way cable television system implemented in the mid-1970s in Reading, Pennsylvania (see chapter 8) was both highly successful and very far from transparent. So was another two-way cable television system of the period, which connected elementary schools in Irvine, California. Both of these two-way cable systems were essentially videoconferencing systems linking together several sites at a time. In Reading, the users were senior citizens, while Irvine’s system connected children, teachers, and guests. In comparison with managers and other corporate employees, both senior citizens and schoolchildren likely would place a decidedly higher value on becoming proficient in the use of the technology and a lower cost—if any—on the time spent in the process.
Around 1990, off-the-shelf corporate videoconferencing technology was put together to provide a connection via ISDN between a therapist in San Francisco and the home of a young autistic child in Sacramento, California. The family wanted to try a recently developed experimental treatment that required many
Page 199 → hours a day of home-based treatment by two or more members of a team trained on the job and supervised, several times a week, by a specialist. The nearest specialist was in San Francisco; the family was unable to move, and the treatment needed to be started soon if it was to be effective. A variety of technical problems had to be overcome in assembling and operating the technology, one reason being that videoconferencing systems are designed to meet the needs of users who are fairly static, whereas this child, like others her age, moved around a good deal. The therapist visited the family in person once a month and used the videoconferencing system three times a week. The system’s video and audio quality were far from impressive in relation to what would be ideal in such situations, but they were good enough for the purpose, and a clinical assessment about a year later found that the child was free of all symptoms of autism.8
Considerable good fortune was involved in this project: the experimental treatment was the right one for the child, the therapist concerned was both committed and flexible, and a volunteer from the videoconferencing field provided inspiring leadership, persisting until the equipment worked not well but well enough. Nevertheless, the project offers a dramatic example of what can be done with video technology that is awkward and performs indifferently provided the need is high enough.
Design IssuesA videoconferencing facility is very different from a broadcast television studio, in part because it has to be highly automated to avoid expensive labor costs and in part because the mentality of broadcast television would be detrimental to videoconferencing. A prime determinant of participants’ satisfaction with a videoconference facility usually is the extent to which it enables seamless communication between locations and effortless transitions between people shots and images from graphics cameras or computers. Free-flowing interaction matters more than the polish associated with a television studio.
Within a videoconferencing room, many basic design decisions are important: camera locations (associated with the problem of achieving eye contact), camera height (level with participants or pointing up or down, thus conveying different impressions of relative status), and camera angle and image size (it can be awkward when one person is shown in close-up while the other is shown in a wide-angle view). The recent transition to high-definition videoconferencing has helped to overcome a problem with earlier systems: if the image from a remote site contained more than two heads, the resolution was insufficient to show facial expressions clearly.
In multipoint videoconferences, a system can simultaneously show people at two or three other locations. If more locations are involved, one of the signals
Page 200 → can be automatically selected—almost certainly the one from the site where someone is speaking—and transmitted to all the others. But in this case, what image is shown at the speaker’s site? No single rule will be best in all cases. Finally, although the selection of camera shots is almost always automated (triggered by information about which microphone is live), a manual override provision is necessary—to switch to output from a computer, a video player, or a camera focused on a whiteboard; to switch between the image of the speaker and a group shot from the speaker’s location; or to allow the chair to look at one of the sites even though the current speaker is elsewhere. The control system for manual selection of cameras must be designed to minimize the chances of distracting those who are not yet experienced in its use. Audio signals are far easier in these respects: provided that only one person speaks at a time, they can simply be added together. The equivalent for video images would be to superimpose them on top of one another, which would destroy them.
As these basic issues show, two-way video is a much harder medium to work with than the two-way audio medium, as professional designers and installers have known from the start. In response, they have frequently concentrated too much on the video and not enough on the audio. Imperfections in sound have a far more damaging effect on a videoconference than imperfections in images. The need to pay sufficient attention to the audio side of videoconferencing is a lesson that different people learned the hard way many times over in the first two decades of videoconferencing.
DisappointmentVideoconferencing systems are now widely available both in the corporate world and beyond. The associated transmission costs are now low and are continuing to drop as large organizations are changing the transmission method used on their private networks to the same method (IP) used on the public Internet. Nevertheless, no disagreement exists within the industry that usage for regular business meetings is far below the levels that have continually been anticipated in the past. One industry watcher offers an educated guess that the average amount of audioconferencing activity per white collar worker in North America may well be 500 to 1,000 times greater than the amount of videoconferencing activity. While the amount of videoconferencing has increased following major disruptions to air travel—for example, the events of 9/11,9 the SARS outbreak, and the terrorist plot thwarted in Britain in the summer of 200610—these surges have to date proven short-lived.
Further improvements in videoconferencing technology do not seem likely to change this disappointing picture substantially in the short term. Periodic attempts have been made to achieve a breakthrough by designing systems that
Page 201 → provide more lifelike images of participants, including high-definition and life-sized images. Under contract to DARPA (an applied research agency of the U.S. Department of Defense), the Media Lab at the Massachusetts Institute of Technology even developed an experimental system in the 1970s for simulating three-dimensional videoconferences.11
Soon after the turn of the century, a new generation of high-end videoconferencing systems began to employ high-definition cameras and monitors. These systems soon made significant inroads into the sales of regular-definition equipment. An even more recent generation, “Telepresence,” aims to provide the illusion that participants are seated across the table from one another in the same room. Costing upward of one million dollars at each site, these systems have so far found few buyers.12 The fundamental issues associated with videoconferencing apply to the latest systems as well as to less lifelike systems.
Four decades of experience suggests that for some purposes, the incremental value of the visual channel is so high that it will be used even if the system is not well designed for the purpose, but these opportunities do not generally arise in business meetings. For most business purposes, videoconferencing will not enjoy high demand, however inexpensive and well designed the system, because its incremental value relative to audioconferencing (with or without a Web component) is too low to compensate for the inconvenience involved. There is likely to be a middle ground in which the incremental value of video is high enough to outweigh its inconvenience relative to audio; here, good design could well make an important difference. This middle ground, however, is much more likely to be in the realms of telemedicine, education, and the law than in business.
VideophonesAT&T’s Picturephone service was launched in the mid-1960s with public booths in Chicago, New York City, and Washington, DC; in 1970, local-exchange service was introduced in Pittsburgh and, one year later, Chicago. The well-designed terminal used three regular telephone lines for transmission, operated in black and white, and provided about half the resolution of a broadcast television image (nonetheless, a good image). The underlying concept was that of a regular telephone that let one see the person with whom one was talking, so it was optimized to show the human face (rather than text, which it displayed particularly poorly), and like the regular telephone, the terminal was a single unit. Though the concept was obvious enough and does not appear to have been questioned in the literature, competing design concepts were at least as plausible.
In the early 1970s, Swedish manufacturer L. M. Ericsson conducted field trials of a very different videophone for the business market. Its technical design
Page 202 → was optimized to show objects and documents, and it could operate to show either moving images or, with transmission stepped down, to transmit a series of still images over a regular telephone line. In addition, the overall design was modular: the speech unit was the company’s regular speakerphone, which plugged into the core video unit; with the use of an optional accessory for navigating the page, the screen could also be used for reading remote microfiches (a medium much more used in Scandinavia than elsewhere); and alternative video inputs could be provided (for example, from a ceiling-mounted camera for potential telemedicine applications). Another distinctive feature of L. M. Ericsson’s thinking was that video telephony would initially be used over very short distances—for example, to provide visual connectivity within a corporate campus. Only later would these islands of demand be linked together. Though the technology enjoyed some success in trials, the company concluded a market launch was not worthwhile. The Swedish concept may well have been better attuned to the reality of its potential business users. It is interesting that two such radically different designs of such a seemingly obvious product could have emerged.
At the end of the 1960s, videophones were also under development by NTT in Japan and by the British Post Office. Neither effort led to the launch of a commercial service.
AT&T made a most impressive effort to explore the market for visual communications. Well-funded field trials of the use of Picturephone were conducted both in health care settings and in the criminal justice system. In the most prominent of the former, however, at the Garfield/Bethany hospital system in Chicago, Picturephone was used primarily for hotline communication and was removed the day that the government-funded trial came to an end.13 It was more successful in a field trial funded jointly by AT&T and the U.S. Law Enforcement and Assistance Agency, in Phoenix, Arizona, where a network was set up linking court facilities, offices of probation officers, the jail, the jail annex, and the public defender’s office.14 The most heavily used link was between the jail annex and the public defender’s office. The evaluation component of the trial showed no reduction in in-person meetings between lawyers from the public defender’s staff and prisoners in the jail annex; instead, the system increased the total amount of communication between the two. The system served other purposes, too, and the city, fully prepared to use its own budget for the purpose, was eager to have the system continue operating when the trial ended. By then, however, AT&T had firmly concluded that Picturephone was not commercially viable; a niche market in the criminal justice system, let alone one in a single city, would not provide a sufficiently large base for an affordable offering.
The Phoenix trial suggested three generalizations, however, which subsequent experience showed to be correct: visual communication services could
Page 203 → be useful over short, intra-urban distances; at an aggregate level, they were not necessarily a substitute for travel; and, in the near future, visual services might have useful applications within the criminal justice system. These findings bring up a topic raised in chapter 4: What does it mean to describe a field trial as a failure? Within the context of research, a trial is a success if its contribution to knowledge is worthwhile in terms of the cost of the trial, even if the benefits its use provides are too low relative to the estimated future costs of its production, operation, and so on. Furthermore, in the limited context of the Phoenix criminal justice system, Picturephone appears to have been a success; the problem was that it needed to be a success outside the criminal justice system, too.
Most commentators ascribe the failure of Picturephone—and contemporaneous videophones such as Stromberg-Carlson’s Vistaphone and GTE’s Pictel15—to either or both of two factors. One is that it proved too expensive, an insuperable difficulty given the technology available at the time. But cheaper successor videophones failed as well. The other is expressed in comments along the lines that possible residential buyers were put off by the thought that others might see them when, say, they had just emerged from the shower. That problem could be solved with a privacy button that shut off the video, but some users worried that the person on the other end would wonder why the videophone was set in privacy mode. A full post mortem would probably have ascribed the demise of the Picturephone to multiple organ failure.16
In the mid-1990s, MCI started marketing a videophone; sales were disappointingly low. In 1992, AT&T reentered the arena with its $1,500 per terminal Videophone 2500, described as the first color videophone; again, sales did not meet expectations. Subsequent videophone launches have met with the same fate. For many of Picturephone’s successors, public relations firms and sometimes also the press acted as though the product was being introduced for the first time. For example, a 1989 New York Times article stated that the recently launched Phonavision was the first videophone available for use by the general public.17
In principle, the environment for videophones improved considerably when ISDN was deployed in the United States and standards for codecs were introduced in the early 1990s. The digital standard accommodated transmission rates as low as 64 kbps, which was the basic building block of ISDN used for regular (digital) telephone calls. These two developments seemed to promise to overcome the twin problems of incompatibility of terminals and expensive transmission. These speeds created a fairly acceptable combination of picture quality (as long as users remained fairly stationary) and sound quality, provided that manufacturers did not make the initially too common mistake of compromising the audio by devoting too high a portion of the limited transmission capacity to the video. Nevertheless, in practice, the developments (as with the subsequent introduction of a standard for a videophone over the regu-
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The next significant development came from the Internet. For some years, people have been able to create low-end videophone capability using the combination of a computer, a broadband Internet connection, and a webcam (costing in the range of $50 to $100), microphone, and speakers (the last three of which are often built into computers). The other necessary component is an instant messaging (IM) system or some other Internet communications service (for example, Skype); most of these are free, but they are not compatible: the same system must be used at each location. There are also some purpose-designed Internet communication services that charge a monthly fee but offer somewhat higher video quality.
The picture quality and sound quality of such systems are markedly inferior to AT&T’s original Picturephone, which had a 5 × 51/2 inch screen and a remarkable 250 lines of resolution. They involve the possible inconvenience of users at each location being on-line. There are compatibility problems. And it is not always possible, let alone easy, to use the systems from behind a firewall. Nonetheless, there was no shortage of new entrants to this market in the ­mid-2000s.
With the introduction of third-generation mobile phone systems starting in Japan in 2001, some handsets have provided videophone capability. By the mid-2000s, however, this was not a functionality that appeared to be causing users to upgrade to third-generation mobile phones. Unlike the camera capability of contemporary mobile phones, the videophone option does not appear to be widely used. Among other problems, mobile phones with a videophone mode place a heavy drain on the battery if it is left on continuously, and it is difficult to have the microphone near enough to the mouth to provide good audio at the same time that the camera is far enough from the face.
Today, videophones are widely available in a variety of forms for use over the regular dial-up telephone network, ISDN, the Internet, or cellular networks. By historic standards, their cost is very low—in the case of the Internet variety, vanishingly low. However, except for a very few limited applications, their significance for general-purpose communications is also very low.
Comparison of the MediaVideoconferencing: The Need to Weigh Convenience and Flexibility against More Fundamental FactorsIn the real world, when using technology to communicate with others, people do not experience media in their pure forms. Their experience depends on the particular systems being used. No system is perfect; each is constrained by,
Page 205 → among other things, what is technologically feasible and what is regarded as affordable. The fact that video is closer than audio to in-person communication is only one of many factors that determine user acceptance and behavior. A variety of practical factors relating to equipment also matter a great deal and probably go a long way toward explaining the success of audioconferencing and the disappointing performance of videoconferencing. Nor is the fact that video is more expensive the main reason for its poor performance, though it may play an indirect part by, for example, forcing people to leave their offices to go to a conference room to use it.
When comparing these two types of teleconferencing, their flexibility and the convenience they offer users differ enormously. Table 6.1 summarizes the
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Page 206 → general situation in this regard, clearly showing the superiority of audio. To assume that video must be better because it provides a visual channel would be akin to assuming that a truck is better than a sports car because it has a more powerful engine.
The comparison would have favored audio even more before videoconferencing standards emerged and the accessibility of suitable transmission networks improved. With continuing technological progress, some of video’s relative disadvantages are likely to be reduced or perhaps eliminated. For example, as codecs are increasingly incorporated into computers, it will be possible to participate in a videoconference from any place that broadband access is available. But some of audio’s relative advantages will never disappear because they are intrinsic to the medium. In the absence of a visual channel, users have much more freedom of behavior: they can move around, for example. And even with the development of intelligent cameras that follow video users if they move around, good manners will still generally prevent users from catching up with their e-mail or doing the other things in which users of audio rightly or wrongly engage during teleconference meetings.
The multitasking that audio allows is sometimes constructive, as when one is retrieving needed papers or reworking spreadsheet numbers to make a discussion more effective without having to worry about going in and out of the video frame. Sometimes, however, multitasking is counterproductive to the purpose at hand, as when a participant in a teleconference is engaged in some unrelated task while half listening to the discussion. In this case, conflict arises between the objectives ascribed to a teleconference and those of the separate individuals participating in it. In some situations, the positions of the different parties conflict, with the result that audioconferencing might be better for one and videoconferencing for the other(s). For example, research suggests that the party with an objectively weaker case is more likely to prevail in video­conferences rather than audioconferences, whereas those arguing positions in which they do not really believe do better in audioconferences than in videoconferences.18 And as is to be expected, those whose personality inhibits them from speaking up in in-person meetings tend to participate more in audio-only meetings.
Some situations clearly favor video. Such situations include formal presentations followed by discussion among groups at up to four locations and trials where testimony is to be provided by a witness who is not in the courtroom (e.g., a victim in a case of alleged child molestation). Anecdotal evidence confirms that video is likely to be useful in situations in which participants do not share the same mother tongue. Videoconferencing has also gained acceptance for interviews of job candidates, though research suggests that by eliminat-
Page 207 → ing certain visual information—for example, candidates’ appearances or ethnic backgrounds—the sound-only medium would sometimes lead to better decisions.
A more subtle situation occurred at a large overseas subsidiary of a U.S. multinational corporation located ten time zones away from headquarters. According to a human resources manager,
Many of our teams have some of their members based here, but others based at sites—often more than one site—in the States. When a virtual team has just been formed, people generally don’t know one another and there can be a certain amount of jargon, which any members who are new to the company are unlikely to understand. At times like this, we tend to use videoconferencing, but as soon as the team is up and running, we prefer audio. Using audio is much more considerate to our employees here, especially those who have families. When we use video, people usually have to be in the office late in the evening so as to overlap the working day in America. But if it’s a conference call, they can join in from home.

The controlled experiments described in chapter 4 lead to the conclusion that for many business purposes, the audio medium may be as effective in accomplishing the purposes at hand as the in-person and video alternatives. While video is certainly superior to audio in some situations, audio may often be good enough.19 Whether a videoconferencing system would be superior to an audioconferencing system on particular occasions may well depend on such mundane factors as the convenience and flexibility of the available real-world systems. In these respects, audioconferencing has an enormous advantage.
Audioconferencing has also enjoyed a major advantage in “trialability,” one of the factors that Everett Rogers has indicated enhances diffusion.20 The investment in equipment that needs to be made prior to trying it out for some purpose is very low—maybe zero. Users need no technicians on hand to set up equipment, and the costs of using it are generally insignificant. In addition, audioconferencing engenders modest expectations, reducing the risk of embarrassment if some new use does not work out well. One should never underestimate the insight and creativity that lead users to discover successful applications of communication technology that had not previously occurred to professionals. Users have found it much easier to explore possible applications of audioconferencing than of its video relatives. Though not to quite the same degree, Web conferencing also has a high level of trialability.
Page 208 → The Commonsense View of TeleconferencingThe commonsense view of teleconferencing rests on the following assumptions:
	A Questionable Perspective on Teleconferencing
	It is primarily a potential substitute for in-person meetings, to be used, in particular, when there is a need or desire to save the time and money that would be required for travel.
	It is most valuable in replacing long-distance travel.
	Except with regard to cost, videoconferencing is more effective than audioconferencing.

This perspective has provided a tempting and sometimes successful way of marketing videoconferencing, but it is incorrect or at least dangerously incomplete. It has led researchers to incorrect generalizations from their research; it has led analysts to underestimate the value of teleconferencing to their organizations; it has led marketers to pursue ineffective marketing strategies; and it previously led the telecommunications industry to underestimate the potential of less costly forms of teleconferencing that were nevertheless high in flexibility and convenience. This simplistic, commonsense view of teleconferencing is not a straw man: it was the predominant view and it was damaging. What is more, it remains widely held.
A more thoughtful use of common sense could and should have led to a more realistic and useful framework for thinking about teleconferencing. This framework is not as simple, but neither is the real world.
Though teleconferencing can save time and money spent in business travel, it can also improve an organization’s performance in other ways that may be at least as important. In the famous story of The Hound of the Baskervilles, the fact that a dog had not barked during the night, though it should have done so, was the key clue allowing Sherlock Holmes to solve the case: what is not there is often as important as what is. Some potentially useful in-person meetings do not take place because their anticipated value is not worth the inconvenience of travel, because the lead time to arrange them is insufficient, or because people’s calendars are in conflict. Teleconferencing has an easy role in substituting for these “nonmeetings.” Users soon found this role even though it had escaped the attention of marketers and researchers.
It is a short step from those meetings that do not happen but should to in-person meetings that take place in a way that is overly constrained by the need to travel: meetings that cannot be arranged soon enough, meetings at which
Page 209 → key people cannot be present, and so on. This type of meeting, too, provides low-hanging fruit for teleconferencing.
In many large organizations that introduced videoconferencing during the 1980s, telecommunications analysts conducted studies in which they went through logs of videoconferences, calculating for each use how much a conventional meeting would have cost in travel and in some cases in person hours and then estimating the savings attributable to videoconferencing (the return on the investment). Of even more dubious value were comparable prospective studies in organizations considering investing in videoconferencing, in which records of travel to business meetings were used to estimate future savings.
In a simple situation in which it is reasonable to consider a single meeting or teleconference in isolation rather than as part of a sequence of interconnected communication events, four related decisions made in advance likely determine effectiveness:
	Mode: in-person meeting, videoconference, audioconference, or nothing.
	Duration: how long it will last.
	Participants: who will take part.
	Timing: when the meeting or teleconference will take place (if at all).

It defies common sense to assume that duration, participants, and timing will not be affected by the decision on mode. The effectiveness of a meeting or teleconference clearly often depends on these choices, and it may not take much for a teleconference to be more effective than an in-person meeting that takes place too late or without a key person, let alone one that does not take place at all.
Other convenient assumptions also need to be questioned. One is the either/or assumption: either an in-person meeting or an electronic one. Why not both? Consider, for example, a lengthy meeting to which a few representatives of a company travel in an attempt to negotiate a substantial sale. On some occasions, it may well make sense to ask others who do not make the trip to stand by in their offices, ready to take part in a videoconference that could be embedded in their colleagues’ longer face-to-face meeting. Questions about specialized technical details may arise, or a more senior manager can approve some variation in a proposed contract.
As users become accustomed to new applications, they find a variety of creative ways to combine the new and the old. Although some of these innovations are very hard to predict, it should not be hard to predict others. (A different example of the either/or fallacy frequently arose in the early decades of telecommuting, when the assumption was made that, for any worker, telecommuting
Page 210 → would occur either very close to 100 percent of the time or almost never. Many of today’s telecommuters strike balances between telecommuting and travel to the office that are much less extreme.)
To this point, meetings—actual and potential, in-person and electronic—have been considered as though they were isolated events, suspended in time, which can be too much of a simplification of reality. Consider the routine meetings of a large committee with widely separated members. Maybe the meetings take place on a monthly basis and include twelve or more participants. The effectiveness of such meetings is often significantly determined by what happens both before and after them, not just by what happens during them. Agreeing on an agenda is the most obvious part of the preparation; ensuring that agreed actions are pursued is the most obvious part of the follow-up. Relying only on convoluted series of bilateral telephone conversations and/or e-mail messages often is not an efficient means of dealing with the need for preparation and follow-up. Some organizations use teleconferencing for this purpose. A large in-person meeting involving substantial travel consumes substantial resources. In some cases, the value of teleconferencing may lie not in reducing a large expenditure of time and money by substitution but in accepting that expenditure and using teleconferencing to derive greater value from it.
This illustration exhibits a dissimilarity in logical type between the teleconference and the in-person meeting. Teleconferences enhance rather than substitute for in-person meetings. (In telemedicine, this kind of relationship can be of particular significance. A key role of a system serving a remote community may be to reduce errors about whether and how urgently to travel—patient to physician or vice versa.)
Relationships extending through time may be relevant in other ways. In some contexts, whether a particular meeting takes place in conventional or electronic form may not really matter. More important is the right mix of these two modalities through time. If a series of in-person meetings is replaced by teleconferences, something important in the long-term relationships between parties may be lost. The best solution may be to replace some but not all.
For many years, the idea of teleconferencing as a substitute for business travel focused attention on long-distance business trips, which were generally the most expensive and disruptive. However, the amount of short-distance business travel (up to about an hour or so in each direction, say) is often higher than is perceived; many people make very many more short-distance work trips—from one suburb to another or between a suburb and a downtown location—than long-distance ones. And relative to the distance traveled, such trips can be particularly time-consuming and frustrating. From the 1970s on, a number of successful videoconferencing systems have linked people over relatively short distances.21
Page 211 → The assumption that audioconferencing will be less effective than videoconferencing in practice is definitely wrong. Again, people do not experience the media in their ideal form; they experience particular systems and facilities that may have a variety of drawbacks. An audioconferencing system often offers far more convenient and flexible possibilities. In addition, research has shown that for some purposes—maybe the shared purpose of all, maybe the separate purpose of one or a subset of the participants—audio can be more effective than video.
The main conclusion to be drawn from this discussion of commonsense assumptions is not that the industry and associated commentators and researchers were led astray by common sense. It is that they were led astray by the superficial use of common sense.
Uses of Videophones outside the World of WorkWhile videoconferencing has been used primarily in the world of work, videophones may be of as much or greater use for a variety of consumer purposes. It is possible that if videophones replaced regular videoconferencing systems in workplace settings, the greater convenience of a videophone on a person’s desk would sometimes outweigh its inferior quality, but few indicators that they will become used in this way are evident.
When discussing the use of teleconferencing in the office, meetings, including teleconferences, are typically classified as involving information exchange, problem solving, negotiation, and so on or as being meetings of project teams, of sales force teams, of financial analysts with corporate officers, for training purposes, and so on. When considering use of videophones (and occasionally teleconferencing) outside the office, consideration of other variables is likely to be more helpful: for example, whether feelings are of particular importance, whether there is an element of performance (though this can be important in some work situations, too), and whether the purpose of the communication is just to have fun.
One type of situation in which the inclusion of a visual channel alongside a speech channel would be expected to be valuable is one in which emotions are relatively more significant, especially when speech may not convey a great deal of information. A natural application for consumer videophones is to enable grandmothers to keep in personal touch with very young grandchildren living far away, and this application indeed appears to be relatively popular.22 A related application of videophones (and of videoconferencing systems) has been more general use by families whose members are separated in distant countries. For example, a storefront operation in New York charges $1.50 per minute for a video connection between Ecuadorian immigrants and their families
Page 212 → back home.23 And Elliot Gold describes the success of these technologies for communication between troops serving in Iraq and their families in the United States as well as by parents and teens separated by thousands of miles.24
In other situations when a high level of reassurance is desirable, videophones may prove to be of value. People have suggested adding videophone kiosks at large amusement parks so that parents can report missing children. Trials have been conducted in which videophone kiosks were available to low-income people seeking legal advice; in this context, videophones may be even more useful when a language barrier must be overcome. Videophones have also been used by interpreters providing service to hospital emergency rooms from a distance.
Some types of person-to-person communication—e.g., formal presentations and certain teaching situations—have a relatively important element of performance that may make videoconferencing preferable to audioconferencing. In the residential context, many of the interactive television trials launched by the cable television industry have included a home videophone capability (see chapter 8). When the more ambitious forms of interactive television return, videophones may be used not only for communication with other subscribers (and eventually, via broadband Internet connections, with a much larger set of individuals) but also for call-in programs and may achieve some popularity in local programming aimed at children or pet owners. Both MTV and Fox Broadcasting have experimented with this type of format.
Away from the office, an element of performance is also required in adult entertainment. Pornography almost always rears its head early in the emergence of new media; occasional reports tying it to the use of videophones, particularly those based on webcams, have come as no surprise.
Since it first became both feasible and fashionable in Japan in 2001, people—especially young people—have enjoyed using mobile phones to take photographs that can be transmitted as e-mail attachments. While it is virtually impossible to predict what will become fashionable, it does seem reasonable to expect that if the use of mobile phones as videophones catches on, it will be among young people having fun rather than for any more serious purpose (and of course, having fun is a serious business for many young people). However, intimate private communication with boyfriends or girlfriends falls into a different category. While videophones may be used initially in contacting and screening people located in one of the many social networking services, it is difficult to think of any much more user-hostile technology for a pair of young people who have already developed a relationship with one another and desire intimate communication. It probably would not be at all easy to locate the devices in a way that is both comfortable for the users and appropriate for the
Page 213 → cameras, and even if this obstacle were overcome, eye contact would be problematic. It is far more comfortable to be curled up on a couch with an ordinary mobile phone or telephone. Moreover, others have noted, the sound-only medium is particularly well suited to much intimate communication, and the video medium may detract from it.25
The history of videophones illustrates several of the issues discussed in other chapters. A great deal of initial hype took place, and forecasts were wildly optimistic. Videophone units were stand-alone devices without a common standard, and interconnection was a barrier to achieving critical mass—Why buy a videophone if one could connect to few if any of the others with whom one might want to communicate? Given the nature of past videophone devices, killer applications would have been necessary. The closest the devices have come has probably been use within families, especially those with very young children, but this use has not been powerful enough. (Grandmothers are generally not seen as opinion leaders.) However, now that technology has moved on, videophones may be able, at least in theory, to diffuse in consumer markets by the accumulation of incrementally valued applications. Some third-generation mobile phones bought for reasons other than their videophone capability may require no additional investment to provide their owners an opportunity to experiment with this capability. Likewise, videophones based on computers with webcams and broadband connections are readily available from a number of manufacturers. And as noted earlier, trialability facilitates diffusion. Nevertheless, while the latter is desirable, relative advantage is essential and remains a major question mark.26
Closing ThoughtsThe three types of communication technology on which this chapter has focused have two obvious similarities. First, they are all designed for two-way, real-time communication. Second, although examples can be found of each being used in limited fashion in earlier decades, it is reasonable to treat all of them as having been introduced around 1970, when real muscle was put behind each. Nevertheless, striking differences exist in the speed and extent of their adoption, illustrating several of the points made in chapter 1.
Audioconferencing diffused rapidly and has become a commodity. It is cheap, highly automated, and ubiquitous. (Enhanced audio teleconferencing has achieved less impressive usage but seems to be in the process of establishing itself with the success of Web conferencing.) Videoconferencing could also be described as established at last, though at a very much lower level of usage. Videophones, however, have repeatedly failed in round after round of reentry
Page 214 → and are still being marketed as a new medium. Many of the newer models work reasonably well and are much cheaper than earlier generations of the technology. A range of niche applications has been demonstrated, but they collectively represent the tiniest of markets.
If a market for videophones is to exist, it may come from a different direction—fun uses. Might some of the millions of IM users add an inexpensive webcam (the major IM providers support a video component) to chat about nothing, as they currently do? Could use of videophones become an extension of the playing of video games by competitors in different locations, enabling them to see their opponents, an application supported by Sony and Microsoft video game consoles? Might people with videophone-capable mobile phones use them not to see other people but to show them nearby friends? We would not place bets on any of these applications, but the videophone seems to be a technology that will not die.
The three types of technology showed how very different diffusion processes are consistent with Rogers’s theory. Two of his constructs appear to help in explaining the differences. At least with benefit of hindsight, audioconferencing can be seen to have enjoyed a much greater relative advantage than videoconferencing as well as much higher trialability. As technology progressed and became cheaper, videophones have eventually found relative advantage in just a few small niches; only recently, with the combination of the Internet and webcams, has regarding them as having become reasonably trialable become possible. The three families of technology also differed greatly in the groups they attracted as innovators and early adopters.
All the forecasts of which we know greatly overestimated the uptake of videophones and videoconferencing. We are aware of only a few attempts to quantify the future market for audioconferencing—but they did not produce forecasts, since they sought only to determine the potential market without considering the time dimension. At a qualitative level, they were correct in indicating that the potential market was very large.27
The results of the laboratory-based psychological research described in chapter 4 strongly suggest why the relative advantage of videoconferencing was nowhere near as high relative to that of audioconferencing as the industry had assumed. In this chapter, however, we have suggested that the more mundane considerations of flexibility and convenience also play an important part in explaining why the assumption was incorrect.
Although this chapter has made little mention of the implementation process, readers may have noticed various implementation problems that arose in connection with videoconferencing. Some were mundane and specific to the technology of the time: for example, in the early days, cameras required high light levels, which generated heat and thus at times required upgrades to air-
Page 215 → conditioning systems, increasing noise levels and requiring higher levels of sound insulation and thereby adding significantly to cost. Others were generic: in particular, connectivity problems as a result of lack of standards and of networks that did not interconnect. While the ubiquity of the Internet has greatly reduced connectivity problems, they have been replaced by other challenges, such as problems associated with firewalls and with upgrading virtual private networks to IP.
Page 216 →  Seven //When Online Media Were New: The Missing ChapterWhere did the world of online services that we use every day come from? What were the initial services? How did content and applications evolve? Who were the early adopters? Did growth follow a smooth or rough path? Who made it happen? How long did it all take? Further, what general lessons can we learn about new media by examining the development of online services when they were new?
There is more than one version of the story about how online services emerged, each with its own set of heroes, villains, insights, and obstacles. The most widely told story attributes their germination to the U.S. Defense Department and projects it funded, beginning in the late 1960s, that led to the ARPANET computer network, which evolved into the Internet, the infrastructure that allowed the World Wide Web to emerge. Its heroes are well known: Vinton Cerf, Bob Kahn, and Tim Berners-Lee, among others. This chapter focuses on another path of development that is much less well known but provides an important part of the story. Although the technological concepts underlying it were very different and have gone the way of the dodo, this other path also evolved into the online universe that we inhabit today.
This part of the story includes developments in videotex, e-mail, computer conferencing, electronic banking, bulletin boards, and online terminals in public locations. It has its own set of heroes: Sam Fedida, Alex Reid, Harry Smith, Martin Nisenholtz, Murray Turoff, and Steve Case, among many others. It takes nothing away from the widely lauded contributions of Vinton Cerf and others. Rather, it highlights many applications that have been largely forgotten, partly because even those that succeeded were eventually superseded by their new, far more widely used equivalents on the Web. Nevertheless they contributed in a major way to understanding of user interfaces, advertising, content, shopping, online games, graphics, communications, and the needs and wants of ordinary people—key elements in the array of online services that emerged in the late 1990s and early 2000s. For many netizens who are even aware of them, the online services, including videotex, which preceded the Web, were a largely irrelevant prelude—a collection of rather expensive failures and a few
Page 217 → rather humdrum successes. This view is incorrect: these earlier services made extremely important contributions to the Web’s subsequent and amazingly rapid takeoff.
The Often-Told StoryIn the often-told story, the early impetus for the development of computer networks is the Soviet Union’s launching of the first satellite, Sputnik, in the late 1950s. Sputnik shocked the Western world, especially the United States, into a realization that it was not ahead, as most had thought, in developing real-world applications of scientific knowledge. Much investment by Western governments in applied science followed. One development was the creation of the Advanced Research Projects Agency (ARPA, now DARPA) in the U.S. Defense Department. The agency was charged with supporting research and development projects that went beyond purely military applications. In the late 1960s, ARPA funded the planning of ARPANET, a network that could link computers based on the new technology of packet switching. A widely held myth holds that ARPANET was created to protect military computers against a nuclear attack by the Soviet Union—that is, if one or more military computers (or transmission links) were knocked out, other computers (or transmission links) in the widely dispersed and redundant network could take over. The true motivation was much simpler: time-sharing.1 In those days, computers were large, expensive mainframes, accessed from on-site terminals hard-wired to the mainframes or generally using stacks of punched cards or punched tape to receive input. Given the high cost and relative scarcity of these computers, developers thought that significant benefits would result if users could access a computer (the “host” computer) at one location from a computer or terminal elsewhere—for example, to use programs on the host to make calculations. Likewise, officials believed that greater overall efficiency would result if someone conducting research at one location could access a large database of scientific information at another, a phenomenon sometimes called distributed computing.
Following the networking of four computers in 1970, three other major developments can be identified. One occurred in the early 1970s with the development by Vinton Cerf, Bob Kahn, and their colleagues of the suite of protocols that came to be named TCP/IP (Transmission Control Protocol/Internet Protocol) that allowed computers with different operating systems to communicate with each other over packet-switched networks. The suite was released in 1978 and incorporated into ARPANET in 1983. Another key development due to Tim Berners-Lee and his colleagues at CERN (the European Organization for Nuclear Research) in Geneva, Switzerland, was the creation of the World Wide Web: a system of interlinked hypertext documents accessible via the Internet
Page 218 → and the core component of the modern day Web. This was first demonstrated in 1991 and released by CERN for use by anyone in 1993. Finally, in 1993, a group working at the National Center for Supercomputing Applications at the University of Illinois–Urbana created the Mosaic browser, which eased access to Web sites. (Berners-Lee and colleagues had developed a browser in 1991.) Perhaps the most important collective contribution by the Illinois group was the development of a highly effective decentralized model for sharing information across computers, with no need for a single, large hub to store all information.
With a few minor exceptions, ARPANET was used initially by the military and Defense Department contractors, including groups at several major universities. Although user groups expanded, they never included the public or general businesses, and the network remained the exclusive province of sophisticated technologists—principally, computer scientists. Further, it was funded by the government—no one paid to use it—and no content (in a mass media sense), let alone advertising, was produced for it. In fact, advertising and marketing were so frowned upon that if someone created a forum entry that even hinted at promotion or marketing, they were likely to receive a barrage of angry e-mails. ARPANET was used for calculations, testing programs, accessing data, and soon thereafter electronic mail and information exchange forums called Usenets, which came to dominate usage. Person-to-person e-mail was not in the original ARPANET plan but was added a few years later. In fact, in the early days of ARPANET, many in the computer science community seemed to regard with scorn the use of computers for anything as mundane as text communication. NSFNET was created with funding from the National Science Foundation in the mid-1980s and replaced ARPANET in 1990. It is not clear when the word Internet was first employed, but by the early 1990s, the term was in widespread use for what was created from this internetworking of computer networks—the Internet was a network of networks.
This version of the emergence of online services is largely a story of outstanding technical achievements within a universe of sophisticated technologist users. Important as these advances were, however, they did not include much development of content, graphics, online games, shopping, searching, advertising, direct marketing, business models, or understanding the needs of nontechnologists who pay for the online services. Knowledge in these areas came from another set of applications.
The Other PathFunded by the government and utilized largely by computer scientists, ARPANET and subsequently NSFNET were two among many online networks
Page 219 → with a wide range of users and uses. The other networks fell into seven groups: database services for businesses, later offered to consumers; computer conferencing; electronic mail services; electronic banking; computer bulletin boards; online services for education groups and other nonprofit organizations; and videotex services that aggregated many different types of services. In the 1980s and early 1990s, videotex received much more attention in the popular press and academic journals (aside from computer science and information technology journals). A search for articles in 27 national and regional newspapers from 1980 to 1992 (in the ProQuest database) identified 493 articles with the keywords ARPANET, NSFNET, or Internet. and 1,066 with the keyword videotex. Adding electronic banking or computer conferencing to the list of keywords would have yielded even more lopsided results.
These services (with the exception of AOL) have largely been forgotten, overtaken by the enormous success of the Web from the mid-1990s on. Why not leave them dead and buried? There are a few reasons. These services contributed significantly to the base of knowledge that so quickly made the Web successful. They contain many lessons about how new media succeed or fail. They can also inform us at a more theoretical level about why new technologies are adopted or rejected and how they interact with existing media habits. Further, these services were researched extensively.2 The context for their development is informative as well, especially in the case of videotex. The latter involved government policies to support development for reasons of trade and international prestige; corporate investment for fear of being left out; existing technologies in homes to access new services; and the skill levels of the general public in using new media. Nonetheless, unearthing the pieces of the story and re-creating this lost empire that contributed so much to the online world in which we live today is akin to an archeological detective exercise.
Notes about the PeriodTo begin the story, it is necessary to understand the context in which these online services emerged. From the late 1970s through the 1980s, the context for developing online services differed greatly from today’s environment. Very few North American or European households had computers, much less ones with modems that could communicate over the telephone network. The large mainframe computers and so-called minicomputers (still fairly large and expensive) prevalent in government, large universities, and major corporations were the domain of specialists, inaccessible to office workers and to most students. However, considerable interest existed in the potential of smaller computers for a variety of applications. Apple and several other companies introduced per-
Page 220 → sonal computers in the mid- to late 1970s, and with much fanfare, IBM introduced its PC in 1981 (at a cost equivalent to $4,000 in today’s dollars). In 1982, the cover of Time magazine proclaimed the personal computer Machine of the Year. With a rapid heightening of interest in the potential of personal computers, they began to enter offices and then homes at a moderate pace.
The telephone companies were also part of the context. In almost all European countries, the telephone networks were owned and managed by the government (though a few had moved them to the monopoly ownership of newly formed state-owned corporations). In the United States, the Bell System (i.e., AT&T) owned and managed most of the public network. It was a large and very powerful monopoly but it faced pressure from the U.S. Justice Department to divest and break into smaller units. In 1984, to settle a federal antitrust suit, AT&T proposed divestiture, and the government agreed. AT&T became a long-distance company with the right to enter the computer business; seven regional Bell operating companies (RBOCs) were formed to own and manage the local telephone networks in seven regions of the United States; and a separate manufacturing unit was also spun off. Old and new, these telephone companies remained very powerful and saw electronic publishing as a potential source of new revenue, causing some publishing groups to fear the entry of these competitors into the field. In Europe, many of the telephone networks were underutilized, and videotex was viewed as a way to increase usage and revenue. In addition, governments more generally, as well as the telephone companies, viewed videotex as a catalyst for national economic development and leadership in international telecommunications circles.
Government policies also played an important role, and there was much debate about the potential impact of information technologies. Would videotex and related technologies have as much impact on economies as the telephone had earlier in the twentieth century? Videotex seemed attractive for three reasons: it could potentially drive economic development; an early entrant into this new field could come to dominate it and sell its technology to the rest of the world; and success in videotex would be a feather in the cap of the country that led the way and would bolster national pride.
The governments of France and Japan, longtime devotees of industrial policy, supported videotex development with grants for research and development. (The French government also provided a major subsidy so that free terminals could be made available to millions of households.) To a much smaller extent, the British, too, provided grants for research and development, such as the creation of education services on Prestel. In both the United States and Canada, where the telephone companies were in the private sector, governments followed similar approaches to foster domestic videotex industries. The Canadian
Page 221 → government was particularly vigorous in support of its version of the technology (Telidon). In the United States, the government supported applications such as the Green Thumb videotex service for farmers and county videotex services to provide access to government records.
Officials in the publishing industries, especially newspapers, were quite uncertain about the potential for these new information technologies and feared that someone else (most obviously telephone companies) would take the lead, leaving publishing companies in the dust if not out of business. Some publishers saw opportunity in electronic publishing; others were motivated to enter it by fear. Companies disagreed about models for services. Was videotex a database service adapted for homes, a newspaper of the future, or a hybrid of many models? Should each videotex service stand alone, or should they be aggregated in a large mall of services?
All of this technology was new to consumers, who were not well prepared to adopt videotex or related services. They lacked computers, skill in using interactive terminals, and a willingness to pay high fees for unfamiliar services. Further, they were not in the habit of seeking out information—only 3 percent of U.S. households visited a library in a given year3—or of corresponding with others in writing (most first-class household-to-household mail consisted of greeting cards).
Major Developments in ARPANET and VideotexTable 7.1 provides an overview of major developments in both the ARPANET path and what is here called the videotex path, which included the seven categories listed earlier. The two paths converged in the mid-1990s as the World Wide Web emerged.
One of the obstacles to the growth of online services in households was the low penetration of personal computers. By 1990, as figure 7.1 indicates, the United States had fewer than 2 million online subscribers. Furthermore, only 23 million households had personal computers. However, owning a computer was not sufficient to gain online access; computer owners also required modems to connect their computers to the telephone network. In 1990, only 15 percent of computers in households had a modem. In other words, approximately 3.5 percent of U.S. households had the equipment necessary to subscribe to an online service. This constraint was present in Europe, too.
We now turn to a review of early online media services and field (or market) trials, together with some of the lessons they provided for later Web applications and new media development generally. It is far from a comprehensive review and, aside from videotex, focuses on the U.S. experience. We hope that
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Page 224 → those who labored on dozens of additional services and trials in Asia, Europe, and North America will pardon the selectivity.
Prestel and MinitelThe development of videotex began in Britain during the late 1960s. The Post Office, the national provider of both postal and telecommunications services, had been banking on its equivalent of AT&T’s Picturephone to provide a significant source of new network traffic and revenue in the face of an anticipated leveling off of telephone penetration. When U.S. experience demonstrated that this hope was forlorn, the Post Office pulled the Viewdata concept from the back burner. The idea was to provide homes and businesses with on-demand access to a centralized database. The service’s architecture was designed by Sam Fedida, whom many consider the father of online services for the general public. As the term implies, Viewdata was intended to provide access to a broad range of information presented as pages of alphanumeric characters and very simple graphics. Communication was not part of the original planning, though the early service did allow users to transmit simple preformatted messages along the lines of “I will be late. Please expect me at [enter the time].” There was no reason to consider personal computers as access devices: very few households had them. The purpose-designed terminal initially developed as the access device was very expensive and was soon superseded: equipment was developed for purchase or lease by residential users that could access the service over a regular telephone line and display the information on a regular television set.
Prestel was intended as a service for homes and businesses through which anyone could provide information. Those who did, paid for storage of their information products on the central computer system; subject to a few limits, they could set a price for any of their pages retrieved by a user; they were credited with revenues from users’ page charges minus a percentage retained by Prestel. The service was tested in three cities during 1978, then launched in London in the fall of 1979 under the direction of Alex Reid.
The service faced many difficulties on the consumer front. The residential terminal was expensive (renting at £8 to £10 per month), and while transmission speed was fast for the period, it still took several seconds for one page to “paint” on TV screens (which were also noticeably inferior to personal computer screens for reading text). Pricing was complex and expensive, with separate fees to buy or rent a terminal, connect to the Prestel computer (sometimes by a long-distance call), a time-sensitive usage charge, and a per-page charge varying by the provider (who set it) and type of information. Many household settings also provided obstacles. At the time, a substantial proportion of British
Page 225 → homes had a single telephone located near the front door and hard-wired to a wall; the TV set was likely to be located in the sitting room, at a distance from the telephone. Installation thus presented problems. More importantly, Prestel tied up two key services: telephone and television. Given these obstacles, businesses accounted for approximately 90 percent of usage in the early 1980s, falling to 60 percent by the middle of the decade. Prestel may also have been hurt by teletext, a service that was much smaller in scale but was free. It used a portion of the broadcast television signal to send screens of text and graphics information to a TV set.
Early research identified a number of the challenges facing Prestel. Users wanted flat-rate pricing; they were unwilling to pay long-distance charges to reach its computer; the top ten information providers received more than half of all page views; tree-and-branch navigation (where users choose an item from a first level menu, then view a second and possibly a third or fourth menu before arriving at the desired page) was problematic for many; and people wanted to communicate with others through Prestel.4
The service responded to the challenges, but the process took time. Prestel added e-mail; created software so that users could access it with personal computers; introduced flat-rate pricing for consumers; added home banking, shopping, and other entertainment services; developed directories and indexes to help with navigation; provided a gateway to other online databases (a forerunner of the Web); introduced private service for companies (much like today’s intranets); and initiated a range of education services.5 By the mid-1980s, there were more than 1,000 “information providers” (a term that began with Prestel and was later changed to “service providers” as new kinds of service were added). The technology also placed more emphasis on marketing to businesses, which was by then perceived as offering greater opportunity. Although a few services were successful—most notably, one for smaller travel agents, who could use Prestel to book tickets—overall usage did not grow as fast as British Telecom (the Post Office’s successor in relation to telecommunications, hence the owner of Prestel) hoped, and the service was phased out in the mid-1990s.
Prestel provided many lessons for later videotex services and for the development of Web services, though not all of these lessons were widely applied. It was clear that consumers would not buy or rent terminals that could access only videotex; computers were clearly preferable. People wanted to communicate and have fun more than they wanted access to large amounts of serious information. Much work was needed to improve navigation, and a flat-rate subscription to a service was much preferred to per-use charges.6 Prestel certainly inspired others to test videotex. More than a dozen countries, including Germany’s Bildschirmtext, used Prestel’s technology to conduct trials.
Page 226 → Teletext
Teletext was developed in the United Kingdom in the early 1970s, at the same time as videotex. Especially when considered alongside the latter, it was one of the most modest of the new media. Nevertheless, teletext illustrates a few important points of wider applicability. Though a major success in much of Western Europe, it sank without a trace in North America during the first half of the 1980s.
Teletext provides an on-demand (well, almost) text and graphics information service via broadcast television. It employs unused space in the broadcast television signal to transmit numbered screens of information (pages) in continuous cycles; when a page requested via a viewer’s remote control is broadcast, it is grabbed from the signal and displayed on the screen instead of the regular TV content. It can also be superimposed on regular content–e.g., as subtitles.
Teletext pages typically provide news headlines, sports results, weather forecasts, travel updates, and TV schedules. There is a trade-off between the size of its database on any channel (typically one to two hundred pages, each the equivalent of up to about two column inches of newsprint) and response time (typically five to ten seconds): greater depth requires more pages per cycle, but rapid response requires fewer.
When teletext was under development by engineers at both ITV (the United Kingdom’s commercial television broadcasters) and, soon after, the BBC, Viewdata (videotex) was being created by the British Post Office. The three parties agreed to develop a shared standard for display of the text and graphical images, enabling economies of scale to be attained more rapidly in the display subsystems that the two types of service required. Although the French developed a competing standard (naturally!), and a few years later, the Japanese and Canadians developed more sophisticated standards, everywhere outside the United States there was a mandated national standard for teletext and a compatible de facto standard for videotex.
Teletext was able to skim the cream off the top of demand for information. It provided quick, easy, and free access to the small subset of information that was likely to be most popular. Why would people pay to access this ­material via videotex when it was free via teletext? However, it also helped videotex by getting people used to the idea of information retrieval and display via the television set and by helping bring down the cost of the display subsystem for videotex. Overall, the negative cream-skimming effect was probably stronger.

Page 227 → Videotex developments in Britain did not go unnoticed in France (where Jean-Jacques Servan-Schreiber’s book on the challenge from America had recently had considerable impact).7 The French were in the process of upgrading their telephone network and wanted applications that would boost its use. They were also seeking an alternative to the inefficient paper telephone directory. The hope of creating a technology that could be exported and thus could enhance France’s image in the telecommunications technology community provided further incentive to develop a videotex service. The French Minitel service was rolled out in 1983. It utilized a small, stand-alone terminal with a nine-inch black and white screen that had the advantage of not requiring the television set. (The proper name of the service was Télétel, but it soon came to be known as Minitel, which was actually the name of its terminal.)
The French government subsidized millions of terminals, distributing the $167 device free of charge to households that agreed to forgo paper telephone directories. The government believed that providing free terminals would overcome the resistance to videotex encountered elsewhere. The online telephone directory was free; other services cost approximately $10 per hour. By early 1990, 5 million free terminals had been distributed to French homes. Businesses could rent terminals and many did. The ratio of home to business terminals was two-to-one in the early 1990s (very much higher than in Britain). Minitel used a centralized kiosk system for billing, an approach similar to that of Prestel. France Telecom, which managed Minitel, handled all the billing; charges were included in household telephone bills. Revenue was then distributed among service providers based on usage.
Many reports declared the service a huge success, largely as a result of the high penetration of terminals in homes—several million by the early 1990s—and the large number of services offered. Some observers, however, remained uncertain, claiming that no clear public accounting of total investment, operating costs, and revenues was ever provided. Though usage was generally low—less than three minutes per day in the early 1990s—it grew over time. As is typical, it was concentrated: 10 percent of terminals accounted for 50 percent of usage. The government said that the savings on printed directories more than paid for the subsidized terminals, but paper directories were not eliminated. People could choose Minitel or a paper directory, so the only savings were in printing and distributing paper directories that would otherwise have gone to Minitel homes.
Minitel usage mirrored that of Prestel in many ways. Communication services and professional applications were popular. There was a wide range of additional services, including news, banking, mail order, and booking travel. Particularly popular were messageries roses (sexually oriented chat areas). Their
Page 228 → popularity created a public relations problem for Minitel: when France Telecom wanted to expand educational offerings, many educators and parents were concerned that teens would be exposed to pornography.
By the late 1990s, usage of Minitel started to decline as many users migrated to the Internet. The tide was held back for a while by the provision of software that allowed personal computers to access Minitel and by adapting Minitel terminals so that they could access Web content. Minitel clearly proved that government subsidies could drive terminals into homes and promote usage; the electronic telephone directory was an anchor service. However, this model was not directly replicated in other countries. (The U.S. government subsidized ARPANET and NSFNET but did not provide free terminals or subsidies for the general public.) Some observers have compared Minitel to the supersonic Concorde: an impressive technology that was widely admired but which required government subsidies throughout its useful life.
In the United States and other countries there was much interest in Prestel and Minitel; delegates from corporations and government agencies regularly visited Britain and France to observe and learn. Later in the chapter, we will treat a series of videotex trials and services in the United States built, in part, on the European models, but first we turn to two online services that preceded videotex.
Database ServicesOnline databases can be traced to the early 1960s.8 They were made possible by the time-sharing of mainframe computers, greater storage capacity, and telecommunications networks that could provide economical connections between terminals in distant locations and host computers storing databases. Personal computers were not available at the time; most early terminals were adapted from devices designed for other purposes—for example, time-sharing terminals, communicating word processors, and teletypewriters. The earliest databases stored scientific information as well as journal articles and bibliographic information in science and medicine. They expanded to include law cases, journal articles in a wide range of fields, newspaper articles, stock market prices, financial records, encyclopedias, and airline guides, among much else. In some ways, these databases mirrored today’s Web information services, but the means to access them and the way data were presented were different. Data were accessed through often complex logical combinations of search terms (Boolean searches), and information was typically presented as a series of records. Because of this complexity and high cost (typically $100 per hour), database searches at corporations or universities were conducted by librarians or other information specialists who understood the associated techniques
Page 229 → and could minimize charges. A typical search by an information specialist cost $10–20. Over time, the search process was simplified, and many nonspecialists learned to conduct searches.
During the 1970s, a number of database companies were formed. Lockheed Corporation created Dialog (with access to 200 individual databases) in 1972; Lexis (a database of legal documents) was formed in 1973 and later expanded to include Nexis (a database of newspaper and magazine articles); the New York Times Information Bank and the Dow Jones News Retrieval were created in 1973. By the mid-1980s, there were more than 2,500 databases provided by more than 1,300 organizations and more than a million users, mostly in businesses, universities, and government.9
In the 1980s, a number of database operators decided to offer their service to consumers and small business by linking them to mainstream videotex services. These operators correctly anticipated consumer interest in locating old newspaper articles, current stock quotes, or airline schedules, all of which have now become common Web information services. However, these companies misjudged what consumers were able and willing to pay: if businesses were willing to pay $100 per hour to access this information, operators reasoned, wouldn’t consumers view $12 per hour for (off-peak) evening access as a bargain? But consumers showed little interest at this price level. Nonetheless, online databases in this era created the initial designs for information services that later appeared on the Web.
Computer ConferencingThe development of computer conferencing was concentrated in the United States. Although the term has fallen out of favor (some prefer the more generic term computer-mediated communication—CMC), the constituent services it pioneered are very much present on today’s Web as e-mail, forums, person-to-person and group chats, blogs, newsletters, and shared documents. Terminology differed in the early days of computer conferencing—e.g., today’s chat was called synchronous conferencing, blogs were called electronic journals (though the latter were more formal than most of today’s blogs), and shared documents were called notebooks—but the content was quite similar.
Computer conferencing grew out of a late-1960s initiative by the Office of Emergency Preparedness.10 It then developed along a few paths, including services for research communities on ARPANET, proprietary services for businesses and university-based services on commercial time-share networks, and systems built into videotex services such as The Source (described below). Early systems included the EIES (the Electronic Information Exchange Service), developed at the New Jersey Institute of Technology; Forum (which evolved into
Page 230 → Planet), developed by the Institute for the Future; Confer, developed at the University of Michigan; and Participate, a service on The Source videotex service. The pioneers who developed computer conferencing included Murray Turoff and Starr Roxanne Hiltz at the New Jersey Institute of Technology and Jacques Vallée and Robert Johansen at the Institute for the Future.
The core concept was to harness the economical transmission of timeshare networks, along with the processing capability and storage of computers, for the purpose of person-to-person communication (using simple ASCII text without graphics). The idea of computer conferencing is now taken for granted but was far from obvious in the early 1970s. Indeed, many people could see no sensible connection between computers and communication. The software of a computer conferencing system was located at a particular host computer accessible on a time-share network. The basic organizational units were called conferences and could be restricted to named participants or open to all, however organizers chose. Typically (though there were other approaches), when users logged into a system they were authorized to join, they could select (from a menu) and enter any conference authorized for them or open to all. On entering, they would see and could select from a list of all messages they had not yet read—private messages, messages to all, or messages to any named subset of participants in which they were included. Fairly powerful search functions permitted users to retrieve past messages using combinations of straightforward criteria.
Computer conferencing’s first users included academics, members of research organizations, corporate employees, and government workers, with professionals such as nurses, students, and some consumers joining in later. Computer conferencing was used principally for collaboration among dispersed experts, communication within teams, person-to-person e-mail, and distance learning. Today’s online Web courses evolved, in part, from distance education services utilizing computer conferencing. Considerable experimentation also took place, and ad hoc fun applications were developed. One highly successful experiment on the EIES system was an interactive soap opera in which participants played roles in an ongoing story that they wrote collectively. It was the most read “conference” on EIES until that time.11
A great deal of research has been published about computer conferencing, much of it relevant to the development of Web services. Researchers have found that many people read the content in computer conferences but rarely or never posted any messages; they came to be called lurkers. E-mail was very popular; some people found it almost addictive. A number of systems allowed users to create anonymous pen names to hide their identity and develop alter egos, a feature that has subsequently become quite important on the Web. Computer conferencing also enabled people to mobilize quickly to take collective action.
Page 231 → In one famous incident, computer conferences were used to organize a protest movement against Lotus Marketplace after it announced plans to launch a “clipper chip” that contained the names, addresses, and spending habits of 120 million Americans,12 foreshadowing the political role of blogs and forums on the Web.
Much research compared computer conferencing to audioconferencing, videoconferencing, and face-to-face communication for a variety of tasks.13 In our view, however, computer conferencing is generally better seen as a complement to these other modalities rather than as an alternative (see chapter 6). This research also reached some general conclusions regarding the social psychology of group communications.14 The fact that all communications were stored in a system’s database provided researchers with a wealth of automatically generated data (even though private content was not available to them).
Early obstacles included high cost (EIES, for example, cost $75 per month per account plus per-hour connection charges as high as $6 to $8) and (since computer conferencing predated personal computers) the lack of terminals in many businesses, schools, and especially homes. Over time, however, prices fell and personal computers became the ubiquitous terminal of choice. Numerous behavioral obstacles also existed: difficult access to terminals and time-consuming log-on procedures discouraged many people from logging on frequently enough to prevent fast-flowing conferences from overwhelming them; some conferences became a disorganized muddle of many disconnected threads (with moderators playing a key role in countering trends toward entropy); others failed to attract enough input to reach a self-generating critical mass. Nevertheless, computer conferencing continued to evolve, becoming lost as a recognizable entity only as its functionality became woven into the fabric of Internet services.
ASCII and Graphical Videotex Services in the United StatesThe term videotex (sometimes with a final t but properly and most often without) generally referred to services transmitted over telephone lines, providing a broad variety of services, and intended for multiple groups of users, especially consumers. There are many ways to classify videotex services launched in the United States. We will divide them into two groups: ASCII videotex services, which used simple text with no graphics and were generally monochrome; and graphical videotex services, which had both color and graphics. The latter presented information in screen-size pages, using tree-and-branch menu systems for navigation. The former generally presented information as blocks of text of variable length through which the user had to scroll; navigation, which did not employ a tree-and-branch system, was reasonably efficient for the technically
Page 232 → experienced but not user-friendly for others. Videotex companies and devotees initially rejected the idea that the new term should be applied to ASCII systems: they provided neither color nor graphics; they did not present output in easily understood page format; and their navigational features were not user-friendly. Within a few years, however, the graphical videotex community no longer objected to the dilution of the term, because the broader definition allowed them to claim a larger universe of users.
The best known ASCII videotex services were CompuServe and The Source. CompuServe (the service) began as a time-sharing service for mainframe computers in 1969. Usage primarily took place during the day. In 1979, CompuServe (the company) launched a videotex service for approximately ten dollars per hour to increase usage of the mainframes in the evening. The company offered the service in the daytime, too, but at a much higher price (more than twenty dollars per hour). The service consisted of news, games, e-mail, forums, and chat. It also contained a dating service and an auction component. Many early users were hobbyists who had purchased early personal computers and modems. (Hayes introduced a 300 bit per second modem in 1977 for $280.) Others used so-called dumb terminals to connect to the service, though these had little processing power or memory. Early users—90 percent male—came from a mix of businesses and households. The primary service (25 percent of all usage) was e-mail.15 In 1980, H&R Block acquired CompuServe.
The Source was launched in 1979 by William von Meister and resembled CompuServe in design, applications, and user groups. The Source introduced private networks within the service, similar to today’s intranets, allowed people to sell items, and provided keyword searches. Its popular forums included “Dial a Date,” which resembled later Web dating services. The Source was purchased by Reader’s Digest in 1980 and then acquired by a private venture capital group in the mid-1980s, by which time it had 60,000 subscribers. CompuServe acquired The Source in 1989 and absorbed its user base. By 1990, the combined service had nearly 600,000 subscribers. In the mid-1990s, CompuServe was one of three major videotex operators (along with AOL and Prodigy) that opened up its service to the Web. The early obstacles to rapid growth for both CompuServe and The Source were price, speed, and the scarcity of terminals in homes. Over time, pricing for both services was reduced, transmission speed increased, and the terminal problem was eased as millions of homes acquired personal computers.
Viewtron and Gateway were two prominent graphical videotex services in the early and mid-1980s. They used similar technologies, offered similar services, and met similar fates. Viewtron was a partnership between AT&T, which provided the technology, and newspaper publisher Knight Ridder, which managed the service and provided much of the content. There were also dozens of
Page 233 → information providers. Viewtron began as a small trial in Coral Cables, Florida. It was then launched as a service for the public in southern Florida in the fall of 1983 and eventually made available on a national basis. When first launched, it employed the Sceptre terminal developed specifically for Viewtron by AT&T to access the service; content was displayed on television sets. The terminal cost $900, but the price was quickly reduced to $600, below its manufacturing cost. Alternatively, subscribers could rent the terminal. The service was relatively fast for that time (1,200 bits per second) and could display good graphics. Much work in graphics development preceded Viewtron, some for Viewtron and some for related services such as teletext.16 As with Prestel, the service tied up both a telephone line and a TV set. Moreover, high-end graphics slowed it down significantly. Viewtron offered a robust range of services, including news, banking, travel, games, e-mail, chat, and forums. In the Gateway service, AT&T partnered with Times Mirror, another newspaper company, to launch a videotex service in southern California in 1984.
Both services became laboratories for advertising. One agency, Ogilvy and Mather, formed an interactive marketing group led by Martin Nisenholtz that created advertisements for multiple clients on both services. The group developed banner ads and advertising sites a decade before the World Wide Web emerged. The effort struggled with the technological limitations of slow modems—elaborate graphics took a long time to transmit—and began the process of graphics optimization, in which complex graphics are transmitted as simpler forms and smaller files.
Viewtron encountered strong resistance to buying or renting a terminal that had only one function—accessing its videotex service. At that time, personal computers were beginning to enter large numbers of households, so the project team scrambled and created software that allowed computers to access Viewtron. The company also reduced prices to subscribers and introduced a flat rate, thereby increasing the subscriber base, but not enough to sustain the service. Research revealed that consumers were more interested in communication than information—e-mail and chat were the most heavily used services, as had already been discovered in Europe. The Viewtron research offered some tantalizing clues about what would work in a future Web environment. For example, an eBay-style auction, Bidquick, was surprisingly popular, and a 1985 ad slogan captured what would become a core appeal of the Web—“What you want, when you want it.”17 By 1986, Viewtron had cost the two partners more than $50 million, and they decided to shut it down. Gateway followed a very similar path and was shut down in the same month.
These two services demonstrated the importance of using the personal computer as an access terminal and the value of communication in online services. Both started with an electronic newspaper supplemented by other ser-
Page 233 → vices and finished with a communication and games service that included news and shopping. They also made significant advances in online advertising by mixing content and banner advertising on the same screen, a model that would later be imitated on the Web.
The Prodigy videotex service began as a trial in 1982. CBS Publishing and AT&T formed a partnership, Venture One, to test videotex technology, services, user behavior, and business models. The trial, which took place in Ridgewood, New Jersey, had two waves of 100 homes. It explicitly tested stand-alone terminals against computers, finding the latter the better alternative. The trial service, Reach, was not an electronic newspaper but an entertainment, communication, transaction, and information service. In the closed trial environment, the team experimented with many approaches away from press or industry scrutiny. Reach introduced a number of innovations: services for young children; Fast Track access to services (the equivalent of today’s Favorites); information personalized for each user; information about best prices; local community information; and opinion polls. Reach also learned the importance of a subscriber help line.
Following the trial, AT&T dropped out, and, in 1984, CBS formed a partnership with IBM and Sears Roebuck called Trintex. After four years of planning, during which time CBS shifted its corporate strategy and dropped out, the partners launched Prodigy. Harry Smith managed the venture. His name is not well known in the various histories of online services, but his business model for Prodigy later became the core model for the Web as we know it—i.e., a service with low, flat-rate pricing supplemented by advertising and transaction revenue. Prodigy was created as a consumer service for households with personal computers; households that lacked modems could have them included in low-priced start-up kits.
Prodigy reintroduced many of the innovations that were identified in the New Jersey trial, including banner ads and customized information (e.g., personalized stock portfolios). It added keyword searches, paths (favorites), and jump (letting a user move quickly to another part of the service). It had a friendly graphical user interface (GUI) in 1988 and used caching (downloading and storing graphics on the user’s computer) to reduce access time. The team also developed local access nodes, so users could reach Prodigy with a local phone call from most major markets. It opened an e-mail gateway to the Internet and in 1995 created its own Web browser, becoming the first of the large videotex services to offer Web access. It later pioneered broadband, with 1.3 million DSL subscribers by 2000.
Prodigy has received very little credit for these innovations. Though it reached a few million subscribers at its peak, it was far outpaced by its rival, AOL, and failed to turn a profit. The business model was correct for the long
Page 235 → term but inadequate for the short term. Advertising revenue grew too slowly, and merchandisers came on board slowly and with little commitment. Prodigy also developed a large staff to create information, driving up operating costs, and when financial pressures rose, it abandoned the flat-rate pricing model (though returning to it later). The company was sold and resold before telecommunications giant SBC (now AT&T) absorbed it.
America Online (AOL) came late to the videotex arena and was, by some standards, unremarkable compared to rivals such as Prodigy. Yet it left its competitors in the dust and at one point had more than 30 million subscribers worldwide. In the mid-2000s, it lost considerable ground as subscribers migrated to broadband Internet service providers (ISPs), but it had previously been a remarkable success story. The company started in 1985 under the name Quantum Computer Services to provide online games and bulletin board systems (BBS) for personal computers. In 1989, it changed its name to America Online. Two years later, the same year that Steve Case became CEO, it launched a videotex service for computers running DOS (the operating system preceding Windows). In 1993, it launched videotex services for Windows computers and Macs. Case came from a marketing background, which strongly influenced the company’s development. Just as millions of nontechies were buying computers, the company positioned itself as a service for people who were unfamiliar with them. It was simple to use and had content categories that appealed to the mass public. Emphasis was on communication services, not information; it provided an e-mail service for the masses. Early pricing was a flat $9.95 per month for up to five hours of usage and $2.95 per hour above that. Most subscribers never used the full five hours, so AOL made more money when subscribers used the service only a little but continued to subscribe.
AOL employed a simple but effective marketing strategy: the company mailed out tens of millions of diskettes with the software needed to access the service and a free trial offer. To manage costs, volunteers monitored forums, chat rooms, and conferences. The service expanded over time through dozens of acquisitions of both technology and content. When the Web arrived, AOL initially hesitated to make it available to subscribers but soon opened the doors to selected Web sites (a “walled garden” approach) and subsequently to the entire Web. The company also changed its pricing to a flat $19.95 per month for unlimited access. By 1996, AOL had five million U.S. subscribers. It was both a proprietary videotex service, with content and services it controlled, and the country’s largest ISP. The company expanded internationally, acquiring millions of subscribers in Mexico and elsewhere. In 1998, AOL purchased CompuServe and absorbed its subscriber base. Then, at the height of the Internet bubble, the company used its enormous market capitalization to purchase one of the largest communication companies in the world, Time Warner. The merger was not
Page 236 → advantageous for either company, but the history of AOL Time Warner in the first decade of the century is another, much longer story.
E-MailE-mail and electronic banking were core components in many general videotex services as well as stand-alone, proprietary services. People could subscribe to a service that focused primarily or exclusively on e-mail or electronic banking.
Some disagreement exists about the origins of e-mail. It really had no single inventor. Leaving aside the telegraph and teletype, the first electronic mail system using a computer was probably the MIT Mailbox, developed in 1965 by Noel Morris and Tom Van Vleck. The motivation to create electronic mail was to enable users of mainframe computers to communicate with the system operator. Electronic mail expanded to include other users of the mainframe, people using mainframes at other locations, and eventually everyone who had access to a computer. By the early 1970s, a literature about electronic mail existed.18 Ray Tomlinson, whom some credit as the inventor of e-mail, made a significant contribution in writing a program for an e-mail service in the early 1970s and using the @ sign to connect the user and host name, a convention that later became the standard for all e-mail.
Our concern here is e-mail developed over multi-application computer networks, videotex systems, and stand-alone services. As opposed to public e-mail services, to which anyone could subscribe and then communicate with any other subscriber, stand-alone corporate e-mail services were installed primarily by businesses so that employees could communicate with one another. By 1983, North America had more than 70 commercial e-mail providers and many more corporate e-mail systems. The commercial providers had nearly a half million accounts; an estimated 750,000 office workers were using e-mail, too.
Some of the larger public e-mail services included Western Union Easy Link, ITT Dialcom, MCI Mail, and Sprint Telemail. Most charged by time on the service, typically 25 to 40 cents per minute of use. To keep costs manageable, they provided software that enabled a user to type outgoing messages and read incoming messages offline. The average e-mail message cost approximately 25 cents to send, nearly the same as a first-class letter. By the end of the 1980s, just under two million people used public e-mail services in the United States, and more than six million office workers used e-mail.
One of the serious limitations of early e-mail services was that they did not interconnect with each other: e.g., an MCI Mail subscriber could not communicate with a Sprint Telemail user. By the late 1980s, however, the different services began to connect with each other as well as with videotex services and NSFNET. Many etiquette and social convention issues also needed to be worked
Page 237 → out over time. E-mail made it easy for rumors to spread quickly through a company; some users “flamed out” with an angry e-mail response to a message they misinterpreted; and many people sent e-mails to a large group that included recipients who did not need or want the message. Research about e-mail indicated that it substituted for some voice messages (there was little substitution for first-class mail), but its larger impact was to increase the amount of communication within organizations or among users. Junk e-mail was less prevalent than it is today, but some spam was being sent by the early 1980s. Public e-mail services eventually declined as people moved over to the Internet; corporate e-mail services moved to domains on the Internet.
Electronic BankingElectronic banking was an extension of the computerization of banking in the 1960s and 1970s. Before computers, a person making a savings deposit at a bank would hand a passbook (about the size of a passport) to a teller along with the deposit. The teller would go to a filing cabinet, remove the card with the person’s account record, and type the new account balance on the card and in the passbook. Mainframe computers replaced this system and became a central storage facility for bank records, but they were in a back office that customers never saw. Bank customers’ first direct encounter with computer technology came with automated teller machines (ATMs), introduced in Britain by Barclays Bank in 1967 and in the United States by Chemical Bank in 1969. At first, the machines were costly and prone to breakdowns, and there were some significant customer acceptance issues, but, over time, ATMs became more reliable and widely accepted, migrating to many locations outside bank branches, including supermarkets, gasoline stations, and airports. It was a logical next step to think how banking might be brought directly into the home using computer technology.
Home banking trials began in the late 1970s in both the United States and Britain. (Prestel, for example, provided limited home banking.) Some banks chose to join one of the general videotex services; others set up proprietary home banking services. With low penetration of personal computers, banks also tried two other options. One was to display banking information sent over a telephone line on a TV set. This was unsuccessful, probably because of the perceived lack of security and privacy. The other option was a “screen phone” that could send and receive data, displaying it on a four-inch screen built into the telephone. Citibank called its enhanced telephone ET. The screen phone was simple to use but expensive—more than $500 to buy or $9.95 per month to rent. Banks had to wait for households to adopt personal computers, and home banking grew slowly.
Page 238 → Banks believed that electronic banking had many advantages. They were right about some but over-optimistic about others. For example, they thought that people would place a high value on controlling the float in an electronic payment (specifying when to pay a bill, thereby receiving interest on the money until the last moment before its transfer). Most people did not care; some found out that the money did not transfer precisely when specified, so they had to allow for a few days’ buffer, reducing the value of the float. Banks also thought that people would welcome eliminating checks and saving on postage, but many U.S. customers liked checks or were too set in their ways to change. However, simple tasks like checking an account balance or transferring funds between accounts had a high appeal.
In addition to the low household penetration of computers, other early obstacles to rapid growth included the popularity of audiotex banking in the 1980s. Many banks set up automated telephone systems that people could use to inquire about balances or transfer funds between accounts, and millions of customers found audiotex banking sufficient for their needs. A second obstacle was gender. In the 1980s and early 1990s, 90 percent of those online were male, but in most U.S. homes, women managed the household finances and paid bills. The most important obstacle was price. Banks believed that electronic banking could become a profit center, so they charged a service fee of $10 to $15 per month. However, the households most likely to become early adopters of home banking were generally wealthy, had significant assets in their banking accounts, and paid nothing for bank services. People saw no reason to pay for electronic banking when the service saved the bank money by requiring fewer customer service representatives.
There was considerable progress in the user interface for electronic banking. Large banks—e.g., Citibank—undertook extensive consumer testing and simplified the process of home banking for ordinary people. They even established a group, Humanware, to design electronic banking services. Nevertheless proprietary electronic banking services grew only modestly through the mid-1990s. At that point, Citibank dropped its fee for home banking, and others followed. The pace of adoption then picked up significantly, and by 1998, more than seven million households were doing some form of banking online. Many banks watched activities on the Web but were not yet ready to offer electronic banking on it because of fears about security. Instead, these institutions set up modest Web sites with information but no banking services. Electronic banking on the Web emerged over the next few years as banks and their customers gained greater confidence in Web security. Larger banks led the way. The lessons from the proprietary electronic banking services were clear. People wanted security, simplicity, convenience, control of their accounts, and strong customer service—at no cost. Banks could earn profits from online services by
Page 239 → reducing labor costs in back offices, selling new services, and charging transaction fees.
Noncommercial Online Services and Bulletin Board SystemsThroughout the early years of online media, nonprofit organizations played a prominent role in developing content and communication services. They employed a range of systems to deliver these services, including mainframe or minicomputers, existing videotex services, and small bulletin board systems (see below) on personal computers. Many applications were education-related, but others provided access to public records, help in learning how to use computers, specialized content such as health information, and community forums. Some of the many services were: Learning Link (local videotex services for school teachers and librarians operated by public broadcasting stations); SeniorNet (a group founded in 1985 that provides tutorials for seniors on how to use computers and online classes on many subjects); the Minnesota State Planning Department (access to public records); and Green Thumb (a U.S. Department of Agriculture trial that provided specialized information to farmers in Kentucky). Though it is hard to classify, The Well (The Whole Earth ’Lectronic Link) probably belongs in this category. It was founded in 1985 by Stewart Brand and Larry Brilliant as a for-profit and nonprofit partnership. The WELL began as a freewheeling online discussion service, running on its own computer, with topics that ranged from intellectual to radical to ridiculous. It attracted an avant-garde, counterculture following and later influenced much content development on the Web, as its members branched out and started Web services.19
Online services from nonprofits demonstrated that many groups previously lacking access to online media could benefit from them. These services also expanded the range of applications that people wanted (for example, access to government records) and provided important clues for the development of future Web services (for example, services that fostered communities of interest). There was a high turnover of these applications for reasons we discussed in chapter 3. Some were started with funding from an outside source and could not secure continued funding when the initial grant period ended, though others did obtain continuing funding from government, universities, or end users. Some aimed too high technologically and raised the financial hurdle for sustainability when end users had to pay for the service.
Bulletin board systems were poor people’s computer conferencing. In most cases, they involved a single personal computer equipped with special software and a modem. The computer’s owner kept it on 24 hours per day and let others dial in to read and post messages. Most were free, though some charged
Page 240 → $5–$10 per month. They were typically dedicated to a single topic and related subtopics. Many provided discussion about particular brands of computer, but the range of topics was very wide and included religion, hobbies, sports, pornography, and education. Most were operated by individuals, but schools, social organizations, and businesses also operated them. School districts in Brooklyn, New York, for example, operated a network of 20 BBS, and a commercial dating service, Dial Your Match operated 120 BBS around the United States.
BBS were a craze in the late 1980s and early 1990s, much like the citizens’ band (CB) radio craze a decade earlier. In the late 1980s, at least 5,000 BBS operated in the United States.20 They were also popular in Britain and Australia. By the early 1990s, some estimates put the number of BBS in the United States as high as 40,000, with millions of users. BBS users were not a lunatic fringe (for the most part). Most were computer hobbyists or people with a strong interest in a topic. They showed the same types of behavior as people participating in the more high-end computer conferences. Many read but did not post (lurkers), and some were passionate, almost addicted, to the process of reading and posting. Most BBS allowed users to create handles and post anonymously, which encouraged some uninhibited (and on occasions unwanted) behavior.
BBS had a number of limitations. A user had to dial a BBS directly, which sometimes involved a long-distance call. The operator of a BBS had to tie up a personal computer and a telephone line. BBS computers were not interconnected and generally provided no private e-mail among their users. Popular BBS might have a few thousand users, making it difficult to get through, especially in the evening. The success of a BBS was often tied to the system operator’s skills in managing and policing the discussion, which could veer way off topic or degrade into hostile exchanges. When successful, BBS fostered a community among its users, much like modern social networking sites on the Web. Much of the content on BBS foreshadowed the contemporary blog.
Online Terminals in Public Locations and AudiotexMany users of new media encounter them for the first time in a public location. Examples include public telephone booths in drugstores during the 1920s, TV sets in bars during the late 1940s, and even newspapers in eighteenth-century English coffeehouses. The concept of online terminals in public locations (to access electronic newspapers) was envisioned by Jules Tewlow in the late 1960s.21 In the early 1980s, online terminals were introduced in shopping malls and hotel lobbies in Toronto, Canada. At no cost, patrons could access shopping information, the location of restaurants, notices about special events, and promotions. The TeleGuide service, developed by Informart, then spread to San Francisco, San Diego, Phoenix, and other U.S. cities. Lee Enterprises set up
Page 241 → advertiser-supported public terminals in Davenport, Iowa, Harte Hanks did so in San Antonio, Texas, and Hilton Hotels followed suit in multiple cities. These efforts achieved mixed commercial results. Vandalism was a problem in some locations, advertising revenue was generally insufficient to cover the cost of operations, and in some cases heavy patronage by nontarget users (male teenagers) discouraged use by others. However, other public terminals succeeded, including online coupon-dispensing machines in supermarkets, automated off-track-betting parlors, and online large-screen displays at convention centers. One interesting example was a system of 30 kiosks in a California rural farming community that allowed users to apply for food stamps and Medicare, speeding up the application process and saving the county several million dollars a year in administrative costs.
Observations of terminal users revealed that many people had weak computer skills.22 Public location videotex terminals, along with ATM machines and computers in offices, helped to teach the broad public rudimentary skills that they would need when computers entered millions of homes during the 1990s.
Audiotex, a term used in the 1980s and 1990s for what are generally now called voice response systems, developed as a hybrid of single-service, dial-it telephone calls (e.g., dial the weather) and traditional videotex. The principal differences between audiotex and videotex were the use of a touch-tone telephone as the access terminal, a relatively limited menu of information in most services, and delivery of the information as spoken words rather than text on a screen. Audiotex services during this period included tax information provided by the Internal Revenue Service, prerecorded information tapes on common medical problems provided by hospitals, information on ticket availability for Broadway plays, and trading prices for specific stocks and bonds. Some audiotex services were free, others used premium-price telephone numbers to bill customers, and still others utilized subscriber account numbers to limit access and for billing purposes.
Audiotex was initially viewed as a weak stepchild of videotex, but it grew into a major industry. Millions of people were willing to pay for audiotex content, and the terminal problem was eliminated—everyone had touch-tone telephones. Many newspapers (e.g., the New York Times and USA Today) and banks (e.g., Citibank and Chase) offered audiotex services. In addition, audiotex was widely adopted as a way to screen customer service calls by providing a menu of prerecorded information options for those who did not need to speak with a customer service representative.
Audiotex services for which users had to pay for were not without problems: hostility between information service providers and telephone companies (U.S. telephone companies could not control the content of third-party audiotex services); heavy turnover in information service providers; and much negative
Page 242 → publicity because of pornographic or otherwise sleazy content on some services and valueless (e.g., out-of-date) content on others. There were concerns that minors would have easy access to inappropriate content and/or would run up very high telephone bills. In Britain, British Telecom banned audiotex chat in the late 1980s because of salacious content. A very close parallel exists between what was popular as audiotex content—weather, sports scores, bank balances, horoscopes, and so forth—and what would become popular on the Web, including sleazy content.
The TransitionBy the mid-1990s, the videotex community of consumers and businesses began to merge on the Internet with the latter’s community of academics, students, and some corporations. Many trends were favorable. Households had more computers, more people had learned to use computers at school or work, and more clues were available about what ordinary people wanted from online services. Further, a critical mass of people was now online, making it attractive for others to sign on, minimally for e-mail (figure 7.2). Yet the transition had obstacles and ran into potholes. For one, in the mid-1990s, relatively few women were online, though they would come to be crucial to the Web’s success. In addition, modems remained painfully slow, and many key groups did not embrace the Web.
Much revisionist history has been written about this period. In some accounts, Bill Gates and Microsoft are said to have been enthusiastic early sup-
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Page 243 → porters of the Web, whereas in reality, they were cynics who came late to the party.23 Telephone companies later claimed that they had embraced online services, but these businesses were more interested in interactive television than in the Web (see chapter 8). Indeed, at the time, many local telephone companies viewed the growth in the number of home users of the Internet and the average length of online sessions as a threat: such usage placed heavy demands on switches (previously known as local exchanges) and provided very little revenue.24 At 21 minutes, the average duration of an Internet session in the mid-1990s was more than five times longer than the average duration of a telephone conversation. Furthermore, most Internet users accessed their ISPs through flat-rate, untimed local calls, so that regardless of length, an online session provided the telephone company with only 12–15 cents in revenue.
The transition to the Internet and its two main attractions, the Web and e-mail, took place in a Wild West atmosphere, with some very successful applications and many failures. Long before the Internet bubble burst in 2001, there was no shortage of excessively hyped and wacky ideas. One was the concept of virtual banks and cybercash. The initial virtual bank, First Virtual Holdings, was founded in 1994. The concept behind virtual banks was that people would convert their dollars or other currencies into a new, branded form of money, known as “e-cash” or “cybercash,” and use this Web-based currency for transactions. After decades of marketing efforts to convince consumers that checks, credit cards, ATM cards, and debit cards were acceptable in place of cash because they represented the transfer of real money, these start-ups believed that businesses and consumers would accept electronic scrip or private money issued by virtual banks. The idea was not well received. Even the term virtual banking, adapted from virtual reality, a term widely used at the time, had strong negative connotations for consumers, whose experience of virtual reality was in theme parks and video arcades, where it involved a game, an illusion, or something frivolous. Why would fledgling financial institutions want to adopt this image, and why would consumers want to place their real money in a virtual bank? Major financial institutions did not support, let alone adopt, this image, and consumers did not put their money into virtual banks. Electronic banking and transactions over the Web ultimately succeeded when people became convinced that they were as secure as dealing with bricks-and-mortar merchants and banks (a reasonable comparison until the latter part of 2008). The concept of virtual cash resurfaced a decade later and again failed.
What Worked: Positive Indicators from Earlier Online ServicesMany of the successful Web applications in the transition period of the mid-1990s had roots in earlier online services that had either worked well or pro-
Page 244 → vided clues for successful implementation. For example, earlier research clearly demonstrated that many forms of communication, among them e-mail, forums, and chat, would be attractive to Internet users. Communication could also be added to information or transaction services and boost usage, as with consumers’ product reviews. Experience with earlier online services had indicated that user-generated content, e.g., readers’ comments about newspaper articles, could compete with or complement professional content. Popular content on earlier online services—e.g., weather, sports, news, and games—also proved popular on the Web. Earlier research had indicated that consumers would accept advertising, especially if it helped to reduce the price of services, but that advertisements should not be so graphically intense that they slowed down the user experience. Private sections of online systems such as The Source or CompuServe, which met companies’ needs for internal information and communication services, also provided links to other organizations with whom the companies did business. These private sections evolved into intranets and extranets. Earlier online services had clearly shown that consumers preferred flat-rate pricing to metered pricing. Some of the influence of earlier online services on Web applications during this transition period derived from who the Web users were. In 1995, 6.2 million U.S. households accessed the Web through traditional videotex services, such as AOL or Prodigy; only 1.2 million accessed the Web through an independent ISP.
Earlier online research provided many clues about what could be attractive to users if improvements were made. Auctions on The Source and Viewtron were moderately successful, hinting that a more robust and better designed auction service could be very successful. Into this gap charged eBay. Early online databases offered search functions that were too complicated for ordinary users; Prodigy had three forms of search, all of them primitive. Yahoo, Google, and other portals significantly advanced the search process. Earlier research also hinted that multiple forms of online commerce could succeed if transaction services met consumer requirements for security, trusted brands, transparency, quality merchandise, fulfillment, and favorable return policies. Over time, many Web commerce applications met these goals; price comparisons and user reviews offered an added benefit. Research from the early Prestel service through Prodigy indicated that online travel and brokerage services were likely to be popular—and they were.
Failure to attract women had posed a significant obstacle in earlier online services. Prodigy and later AOL made significant progress in this respect, making services more user-friendly, employing attractive graphics, providing services that interested women (e.g., home banking and shopping), and, most important, marketing to women.
Page 245 → What Didn’t Work: Things That Should Have Been Learned from Earlier Online FailuresMuch of what did not work in Web applications of the mid-1990s had not worked in earlier online services. The lessons from failure were not learned, and mistakes were repeated.25 One often-repeated mistake was to create Web sites from company brochures or printed marketing materials, with no adaptation for the online environment and its users’ expectations. Brochureware, as it was called, represented a fundamental misunderstanding of online services as a distinctive medium. It was accompanied by a failure to update Web content and even by the abandonment (but not removal) of Web sites, deadly mistakes from the videotex era that were repeated on the early Web. In one case, a site promoting a Rolling Stones concert remained online two years after the event. Those who frequently updated their sites often received a nasty surprise when they learned the high cost of doing so. Yet this cost, too, had clearly been indicated by earlier online experience.
Newspapers and magazines struggled with adapting their print products to the Web. Many initially published the same print content on the Web—in the same format and after the print product had been published. This strategy had not worked well for videotex, and it fared no better in the Web transition period. Newspapers and magazines needed to redesign the electronic versions of their products in accordance with how people read online, their expectations of timeliness, and their desire to communicate about news stories. Newsmagazines in particular resisted scooping their print editions by breaking stories online. This practice did not change until January 1998, when Newsweek published a story about the Monica Lewinsky scandal online before the print edition had appeared. Time magazine, however, waited for its print edition to reach newsstands before publishing the story on its Web site. The dam was broken, and thereafter news magazines began to publish stories online as soon as they were available.
Subscription revenue featured prominently in business plans for Web services during the period. Many commercial organizations believed that new groups of consumers coming onto the Web would pay for content through subscriptions, much as they paid for newspapers and magazines. However, new Web users were similar in attitude to earlier online users in not being prepared to do so. The exceptions were some businesses that had paid for access to online databases and now paid for some specialized online newsletters. Consumers refused to pay subscription fees for content. This barrier was so strong that most organizations that intended to charge these fees changed their plans and never tried to do so. Only a few organizations, including the Wall Street Journal
Page 246 → Interactive Edition and Consumer Reports Online, generated significant subscription revenue. Many newspapers and magazines offered the bulk of their online content at no cost, although some charged for special sections or tiers of content above the free level. Only modest revenue resulted. Trying to make people pay for content was an understandable decision since the core of their offline business model was a combination of advertising and subscriptions, but many seemed not to have known the history of earlier online services.
User experience with online content was another area where earlier mistakes were repeated. The first issue was designing content to work within the limits of modem speeds. Many videotex applications had been heavy on graphics even though modem speeds were very slow, and the user experience suffered accordingly. Many early Web sites repeated the mistake and had long access times—for example, more than one minute to access a home page.
Research as early as the late 1970s indicated that when people had to choose from menus on successive screens in a tree-and-branch architecture, they made many errors and often abandoned the search in frustration.26 This common problem in the videotex era was repeated in the transition to the Web. Some Web sites even had welcome pages that merely provided an entrance to the site. Users wanted information to be brought up from the basement of extra screens and presented as close as possible to the initial Web page. Similarly, it was a common mistake in some early online applications to use the tools presented by the technology whether or not they benefited users, a mistake repeated on many early Web sites. One example was watermarks (symbols or icons that could be embedded in the background screen, such as a football team’s logo). In a number of cases, text was superimposed over the watermark even though it rendered the text illegible. In these cases, technological bells and whistles, not sensitivity to users, drove application design.
General LessonsIn the widely accepted history of online services, the Web is viewed as a stunning success and earlier online services are seen as failures. The reality is not so simple. Some earlier online services were commercially successful—e.g., AOL for consumers and Lexis/Nexis for businesses. Others succeeded in providing services that users wanted during the interim before the Web emerged (e.g., BBS), and some achieved important service goals with the help of government or foundation subsidies (e.g., Minitel in France and SeniorNet in the United States). The Web has never been a service; it is a platform for services, some successful and others not. Nonetheless, the Web rather than proprietary videotex systems became the platform for a widely used worldwide array of online services.
Page 247 → Some of the advantages of the Web are clear in hindsight. It is an open platform that allows anyone to offer services and has a common suite of protocols that allows information to flow across networks. No one owns it, so no gatekeepers restrict what is offered (though national laws impose some constraints). The Web itself is free. People pay an access provider to link them to it; service providers can charge for content if they wish to do so.
Earlier online services had some but not all of these features. Ownership of a proprietary online system was a key distinction for many of the earlier videotex services. The company or partnership of companies (in the United States, often a telephone company and an information company such as a newspaper) hoped to own a network that would dominate online services. Arguments were put forward on the basis of the “network effect” (see chapter 1) that videotex would sooner or later become a mass-market service to the home. The group controlling a national delivery network, broadly accepted by consumers and businesses, would be well placed to attract and control new service providers that would want to use the network, which they would have to do on the owners’ terms. The problem with this strategy was that it sometimes led to restrictions on who could offer a service in a given area (e.g., only one bank), reducing the depth of the offer to the public (and limiting competition among service providers, which might have benefited consumers). Also, rivals were motivated to create competitive online systems, often with different standards, rather than join a consortium that could exploit synergy among service providers.
What analogies underlay the service model for online media? In the case of early online media, two common models were an electronic newspaper and an information database. Both proved too limited. Over time, the accepted model expanded to include four components: communication, games, information, and shopping. AOL and Prodigy followed this approach with some success. The model for today’s Web is more like a very large mall, with a wide array of services and these four service components as anchor tenants. So where did the earlier models come from? They often emerged as legacies of service providers’ core businesses. A number of early videotex trials were managed by news­papers, which naturally saw the new medium as a way to distribute existing content. The same also held true for many Web services in the transition period described earlier. The Web was perceived as offering a new way to do what they already did. Legacy issues also affected how online services in the videotex and transitional Web eras operated, as when news organizations did not want to “scoop” their print or broadcast output by first publishing a story online. Similarly, legacy print rules prevented publishers from placing an advertisement adjacent to stories relating to the products being advertised.
Research indicated very early that online users liked to read what other users thought about a story, but many news organizations restricted such feedback,
Page 248 → viewing it as a form of letter to the editor and hence of secondary importance to articles written by reporters in printed newspapers or magazines. In these respects, start-up videotex and Web service providers had an advantage: they had no rules to break. Start-ups also had some obvious disadvantages: no established brand, no pre-existing customers, and often less funding to build the new services. A general lesson was that online services are distinct from offline counterparts and should not be treated as secondary to them.
Complexity—of pricing, user interfaces, and content design—was a negative attribute for many early online and transitional Web services. Users wanted simple, flat-rate pricing, and all but a few were unwilling to pay for content other than by a flat fee for access to a service. Multiple layers of menus hindered finding content, and complex graphics slowed down access to services. Simpler forms of content such as audiotex and ASCII videotex (without graphics) were often preferable to more sophisticated and complicated online services.
We have discussed user resistance to high prices for terminals that could access only one service and to usage-sensitive pricing for content. In such a context, when does it make sense to subsidize terminals or the cost of creating content? The French government provided more than $1 billion in subsidies to distribute free Minitel terminals to millions of French homes. Presumably, they believed it was worthwhile to jump-start private information services because of anticipated savings in the production and distribution of paper telephone directories. In the United States, AT&T subsidized some of the cost of its Sceptre videotex terminal to reduce its price to a level that users might accept (though even after the subsidy the price was perceived as too high). As discussed in chapter 1, there can be good reasons to subsidize the price of new terminals: for example, a first-year subsidy may allow a company to enter a market, bring down manufacturing costs, and make a profit in subsequent years; or, as with video games, sufficient revenue may be generated from the subsequent sale of content (games) to more than compensate for any loss on the hardware. AT&T may have believed that either or both reasons justified a subsidy.
Information providers were forced to subsidize the cost of content creation in early online and transitional Web services. In a context where consumers would not pay explicitly for content, providers had to rely on advertising revenue, which could be generated only by delivering an audience. It was hoped that subsidizing the cost of content would create an audience sufficient to generate enough advertising revenue to provide some profit after paying for content creation. Information providers struggled for years to survive on just one leg of their business model (advertising), while the other leg (subscriptions for content) was denied them.
Subsidies can be directed at various costs: those relating to terminals, content creation, the backbone network for a service, or segments of users (e.g.,
Page 249 → those in rural areas, low-income households, or groups such as senior citizens who might need help in getting started with a service). They can be provided by governments or may be funded by specific taxes or fees, by monopoly providers of other services via cross-subsidies, by individual companies through start-up funding, or as grants to particular groups of users. They do not always succeed. It is unclear, for instance, whether the French government ever recouped the cost of its subsidy of Minitel, and AT&T sold only a few thousand of its Sceptre terminals.
The early history of online services can inform our understanding of critical mass (as discussed in chapter 1). The Web enjoyed a most important advantage in its early years: it did not have to create a critical mass from the ground up. A critical mass was already in place as a result of services that had been developed by videotex groups, such as AOL and Prodigy, and because of e-mail; it was relatively easy for service providers to transfer their offerings to the Web. Most important, since communication would become the Internet’s core driving force, and a critical mass of people was already communicating online, the Internet—a network of networks—enabled them to expand their reach. Such expansion attracted further users, along with more content and service providers.
Startup videotex services, which lacked such a preexisting critical mass, had to grow from the ground up. Despite its ideological opposition to “industrial policy,” the U.S. government heavily subsidized ARPANET and NSFNET, sustaining them for more than 20 years. (The United States has also enacted legislation to provide very favorable tax treatment for e-commerce.) With neither such a subsidy nor a preexisting user base, early videotex services faced a significant challenge in building up to critical mass. Nevertheless, in some cases, operators appear to have discovered what was really needed to develop a critical mass (an emphasis on communication services, use of the personal computers as terminals, and so on), but the knowledge came too late: their parent companies or investors were unwilling to invest more. To use an analogy cited in chapter 2, they did not reach takeoff speed (critical mass) before they ran out of runway (funding).
By the late 1980s, a considerable amount of research showed what worked and what did not in early online services. Much of it was available in academic journals and business publications,27 so even though the rapidly expanding field was drawing in many newcomers, there was no need to repeat earlier mistakes and every reason to take advantage of lessons already learned. Unfortunately, many people did not read the research; some thought that any knowledge from earlier online services was irrelevant in the new environment. Many mistakes were repeated and opportunities lost. Much of the learning from previous experiences was passed down through people who worked on earlier applications and later moved on to new projects.
Page 250 → Endnote: The Ambiguity of FailureWhile it is entirely reasonable to believe that the Web would become the major force it has become without videotex’s contributions to the achievement of critical mass and to an understanding of how to create content, earlier online services contributed significantly to the rapidity with which the Web has already achieved such a massive impact. Although it did not achieve commercial success, Prestel’s underlying vision of an online utility, open to any service provider and delivering an enormous variety of online services to a mass market, was basically sound: it was actualized two decades later on the Web. Videotex had the misfortune to be slightly ahead of its time technologically. It was launched before the diffusion of personal computers—with, among other things, screens that were far more suitable than television sets for displaying text and keyboards that were virtually essential for entering it. It was launched before the Internet had come to provide an economical and flexible infrastructure for transmission and interconnection.
At an abstract level, electronic media are tied to the concepts underlying their uses. At a concrete level, they are tied to the technologies used both for transmission and the person-machine interface as well as to costs closely associated with technology. At the latter level, the new medium of videotex did not prove itself a success: the real, if latent, need it addressed was not an opportunity it could meet effectively and economically with technology then available or capable of being developed quickly. At the more abstract level, however, it can be regarded as a success.
Page 251 →  Eight //The Long Road to Interactive TelevisionTreatments of interactive television (ITV) in the popular press could easily lead readers to think that it is an entirely new phenomenon. However, ITV (not to be confused with the British television broadcaster Independent Television, which uses the same abbreviation) has been tested in the marketplace under various guises in each decade since the 1950s and was demonstrated as early as the 1920s. The history of interactive television trials and services offers many lessons about what consumers want from ITV as well as about how to overcome technological and marketplace obstacles to its various forms.
Defining ITVIt is not clear whether the person who coined the term interactive television should have been awarded a medal or sentenced to a life term in prison. From a marketing perspective, it was brilliant: for most of half a century, the term has conferred a valuable cachet on whatever it has been applied to (with some exceptions) and has been applied to a very wide range of innovations that had at least some tenuous connection to either the television medium or the television set. However, it has caused and still causes endless confusion: without definition, it tends to mean whatever its users want it to mean.
What does “interacting” with television mean? The answer encompasses a broad spectrum of perspectives: mobile phone voting on who should be eliminated in a reality show; more control over and customization of television content; on-demand delivery of specific programs or movies; real-time interaction between people in different households via game playing and communication. Some observers argue that ITV must include video; others believe that interactive text displayed over a video commercial also qualifies as ITV.
One possibility is to wait and let time as well as the marketplace solve the definitional problem. Or one could use a taxonomy of key ITV characteristics, as shown in table 8.1. Different systems could then be categorized by the types of characteristics they meet.
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The taxonomy in table 8.1 does not deal with users’ perceptions about the ITV experience. When people who have ITV are asked about their experiences, they typically do not use the word interactive unless it has been communicated to them in marketing materials. They are more likely to use words such as control, convenience, and customization.1 The core experience of ITV is a feeling of greater control over content, more convenient access to it, and the ability to alter or customize the content in accordance with individual tastes.
Shortly we will provide a concise history of ITV, with an emphasis on developments in North America. This will be helpful in considering its future prospects—it has had a very long gestation period. The difficulty is that the history is decidedly fragmented, with many unconnected initiatives of a very wide variety of kinds. So, before embarking on the history, readers may appreciate a filter intended to help in separating the more relevant initiatives from the less relevant. The filter can be constructed using the hindsight of today.
It makes little sense to define interactive television in terms of particular technologies used to provide it because users generally are not interested in the technology itself: they care about what ITV provides and what it costs in money, time, and convenience. The user’s experience should be key in deciding
Page 253 → what ITV is and is not. Another reason for paying little attention to technology in any attempted definition is that two powerful, versatile, and affordable infrastructures have now emerged: digital transmission of television, which can be used in conjunction with set-top boxes of ever-increasing processing power and storage; and the Web, supported by the broadband-accessed Internet. With these two infrastructures, a wide variety of functions associated with ITV have become both technically feasible and increasingly commercially viable.
Central to any definition of ITV should be how it can improve the viewing of television. ITV can improve the TV experience principally in two ways, each of which should be part of a definition of ITV. First, it provides people with options for different viewing experiences. Second, it enables people to select and view content, whether old or new, that they prefer to what they would probably have watched otherwise.
Direct Change in the Viewing ExperienceITV may directly change the actual viewing experience in numerous ways.
	become part of a program by calling in to it;
	participate in polls conducted and displayed during a program; and
	affect how a program will continue. Currently, there are two rather different possibilities. One involves voting, for example, when performers’ continuation in a program depends on the cumulative votes of an audience. The other involves making choices about, how, for example, a movie will continue (e.g., the hero recovers or dies) by branching seamlessly through alternative already-filmed segments that correspond to the choices offered them.
	They may be able to chat with other viewers about what they are seeing, with their remarks and others’ available either on the TV screen or on a related Web site;
	compete with those on-air, other viewers, or both by taking part in quizzes or making predictions about future action in a sports event.
	They may be able to see additional information about content they are watching or have just watched. When watching Web TV, this is likely to be simply a matter of clicking a link. When watching television not transmitted via the Web, the two main possibilities today are either that, while the program continues on their screen, the information will be displayed as text on part of the screen or (as in some commercials) that viewers will be able to branch away from the program to obtain further information (video or text) about what they have just seen.
	Page 254 → They may be able to conduct some transaction on the television system relating to what they have just seen, e.g., by purchasing a product just advertised in a commercial or, in the United Kingdom, by betting on a contestant in a televised race. Two other possibilities should be included in this category. First with PVRs, viewers can watch television programs with minimal interruption from advertisements by fast-forwarding through them; they can do the same with program segments they regard as boring. The second possibility is the opposite: they can create their own instant replays.

Viewers who do not choose to interact in some of the foregoing ways may be affected by the fact either that they could participate or that that others are doing so.
A Better Choice of ContentITV can enable people to select and view television content with greater appeal to them in two ways:
	by offering them the opportunity to make more informed viewing choices, primarily through the electronic program guide (EPG) (see chapter 5);
	by offering greater choice of content, most obviously through VOD but also via less ambitious means such as making choices within a program (e.g., camera angles in sports events or segments of a news program) and via recording programs automatically when they are transmitted, for watching at any later time.

What Is Not ITVFrom today’s perspective, some services probably should not be regarded as interactive television, even though that term was applied to them in the past. In today’s context, we would exclude simple video telephony (not video chat over a portion of a TV program) because it typically is a communication exchange with no relationship to TV programming, video services, or other content. We would also exclude technologies in which television is used to deliver services that inherently differ from television as it has generally been known, such as e-mail and electronic banking. Videotex is dead, and the British teletext service is not long for this world (it will be withdrawn in the run-up to the all-digital broadcasting of television in 2012), and we now would consider neither an example of ITV. Television transmission systems can also be used for downloading content to other terminal devices in the home. We would suggest that
Page 255 → downloading, in itself, not be regarded as an example of interactive television when what is downloaded is neither television programming nor something to complement television programming on the screen.
These exclusions pose some problems. What about e-mail including video clips? (We would probably categorize them as video e-mail, not as ITV.) Are there murky outliers that could go either way—for example, some forms of video games? Of course. We seek to provide a filter that brings some clarity to an assessment of ITV, not a rigid definition.
There will also be two examples in the following sections in which technology enables viewers, in this case younger children, to experience what they perceive as real-time interaction with what is on television, even though the interaction is an illusion. We would categorize it as ITV because it changes the viewing experience.
In the history of ITV that follows, we include examples of some services that we excluded in our modern definition because at the time they were offered and for many years afterward most industry analysts and scholars regarded them as ITV.
A Concise History of Interactive TelevisionEarly DemonstrationsThe first demonstration of what has been broadly viewed as interactive television took place on April 7, 1927. AT&T, which was active in developing both radio and television, created a video link between Washington, D.C., and New York. It was a form of video telephone call with video in one direction (Washington to New York) and two-way audio. Secretary of commerce Herbert Hoover and other Washington dignitaries spoke to AT&T president Walter Gifford in New York. The demonstration conveyed the impression that television would be an extension of the telephone. At one point, Hoover’s wife, Lou, commented over the video link, “I don’t know if this is a good invention or not. There are times when I talk over the phone and wouldn’t want anyone to see how I look.”2 This prescient remark anticipated research findings decades afterward. A few years later, AT&T’s Bell Laboratories set up video telephone booths between AT&T buildings in New York and New Jersey to explore further two-way television conversations.3 At about the same time, the German PTT created a service that linked videophone booths at post office facilities in different cities (see chapter 6). The U.S. pharmacy industry borrowed the concept, demonstrating it with a “Pharmacy of the Future” exhibit at the 1939 New York World’s Fair that included a two-way television phone booth. During the 1930s, telephone
Page 256 → booths in local drugstores provided a vital communication resource for people who lacked telephones at home, and proponents envisioned that service evolving to include two-way television booths.4
Early movies also reflected the vision of interactive television. A 1933 film, International House, depicts a Chinese scientist who attempts to find backers for a new invention—television. The movie shows Rudy Vallee and other stars able to see, hear, and respond to people watching them perform on TV.
The fact that a number of early demonstrations of television envisaged two-way service for communication while others believed television would be a one-way service for entertainment and information demonstrates again a lesson of chapter 1: when a medium is new, developers are often unsure of how it will be used or have very different visions of its uses.
1950sThe CBS children’s series Winky Dink and You (1953–57) created a simple but clever form of ITV. Viewers purchased a basic “Winky Dink Kit” for 50 cents (or a deluxe version for $2.95); it contained a special plastic sheet that was attached to the TV screen by friction and special crayons for writing on the plastic. In each episode of the cartoon, Winky Dink would encounter a problem, such as being chased by a tiger to the edge of a cliff. Children were asked to help Winky Dink by using their special crayons—for example, to draw a bridge on the plastic screen so that he could escape from the tiger. The host, Jack Barry, helped children line up their drawings in the correct spot on the screen by placing his finger on a glass plate in front of the camera and directing children to draw by following his finger. While the technology was crude, children experienced a form of interaction with television content and saw on-screen actions that appeared to respond to their drawings. However, some children did not purchase the plastic sheet and simply drew directly on the glass TV screen. Winky Dink was the first in a long series of ITV applications that was short-lived.
1960s and 1970sAt the 1964 World’s Fair, held in New York, AT&T demonstrated a videophone intended for homes, offices, and other locations. Over the next decade, the video­phone was tested in a number of market trials and some limited services, but with little success (see chapter 6).
The 1970s saw numerous ITV trials and tests. The U.S. National Science Foundation (NSF) sponsored three major trials utilizing interactive cable televi-
Page 257 → BCTV
Berks Community Television (BCTV) was launched in 1976. It was funded initially by the National Science Foundation and implemented by a consortium of groups from New York University and Reading, Pennsylvania. The project sought to use interactive television to improve senior citizens’ understanding and use of public services.1 It was also hoped that ITV would help senior citizens become more involved in community and political processes. The initial service linked three community communication centers, primarily through talk back and forth across the centers. The system developed the convention of showing speakers from different centers on a split screen, and the resulting programming was transmitted over the local cable system. People at home could participate by calling into a program via a regular telephone and could be heard but not seen.
BCTV is the only ITV service from the 1970s that continues to this day. It survived for a few reasons. First, it was treated more as a social innovation than a technological one. A great deal of effort was made to have multiple community organizations buy into the new service. The equipment used was off-the-shelf, low cost, and could be handled by people with little or no training in television. The programming consciously stayed away from the conventions of commercial television, so it was not likely to suffer from comparison to network television production values. Though it was funded initially to provide information for senior citizens, it quickly added entertainment programs to the mix such as Singalong, a very popular program in which people gathered at the different centers sang favorite songs together.
The three original sites were expanded to more than a dozen and incorporated many other groups, including high school and college students, hospitals, and government agencies. Additional groups also helped to provide funding after the initial grant ended. Over time, BCTV evolved into a broad-based community channel. It has continued to use the split-screen ITV format, but its identity is grounded in BCTV’s community services and local entertainment, not in interactive television as such.
1Mitchell Moss, “Reading, Pa: Research on Community Uses,” Journal of Communication 28, no. 2 (1978): 160–67.


sion for education, community services, and worker training;5 the U.S. Department of Health, Education, and Welfare supported several tests of ITV for health care;6 and a large commercial test of interactive cable TV (Warner Amex’s Qube system in Columbus, Ohio) received considerable attention.7
Page 258 → Qube
Qube was launched in Columbus, Ohio, at the end of 1977 by Warner Amex Cable. Greeted as a television breakthrough, it faced many obstacles. The first was the very expensive cost of its technology. The Qube terminal in homes cost approximately $200—more than four times as much as a regular cable box—and Qube equipment at the cable headend added $2–3 million in plant costs. Also some of the equipment had reliability problems.
Second, interactive program design presented challenges. There was little prior experience on which to draw, and Qube programs had much lower programming budgets than did broadcast programming. Interactivity with low production values could not compete with network programming. Moreover, the technology itself had limitations. All the interaction was based on five extra buttons on the Qube remote control with which viewers responded to choices on the screen. The producers cleverly stretched the limits of the technology. For example, viewers of educational programs could press a specified button to indicate that they did not understand a point.
About three-quarters of cable households in Columbus subscribed to Qube after a few years, but actual use of Qube programming was generally low, with a few exceptions.1 Some game format programs achieved strong interactive participation.2 Further, major events attracted large audience participation—e.g., when Qube subscribers were permitted to choose the next play in a live semi-pro football game between the Columbus Metros and the Racine Gladiators.
Cost of the technology and low production values were not the only challenges. Qube had served as a powerful tool for Warner Amex during the franchising wars of the 1980s. Warner Amex showcased Qube as a major technological advance that would be built into the cable system if Warner Amex was awarded a franchise. The strategy helped Warner Amex win franchises in Cincinnati, Dallas, Houston, and Pittsburgh, among other cities. After the franchising battles for major cities ended, the marketing value of Qube for Warner Amex was sharply reduced, and the service was slowly withdrawn.
Qube’s principal lesson is not that interactive media cannot compete with traditional one-way mass media. Rather, interactive media must be developed in a viable economic and technical context. Even with these elements in place, producers must learn to create with the new medium, and audiences should not be expected to change their media habits overnight.
1Lee Becker, “A Decade of Research on Interactive Television,” in William Dutton, Jay Blumler, and Kenneth Kraemer, eds., Wired Cities: Shaping the Future of Communications (Boston: G. K. Hall, 1987), 102–23.
2Carol Davidge, “America’s Talk-Back Television Experiment: Qube,” in William Dutton, Jay Blumler, and Kenneth Kraemer, eds., Wired Cities: Shaping the Future of Communications (Boston: G. K. Hall, 1987), 75–101.


Page 259 → A number of the NSF and Health, Education, and Welfare projects provide useful lessons. These early tests endured many technical problems. Equipment was often in a prototype stage of development and therefore unreliable. In addition, it was generally expensive, and many user groups could not afford to continue their projects after federal support ran out. Most important, these projects provide a strong reminder that technological innovations are also social innovations. They require significant organizational changes and can meet resistance from entrenched or harried workers (see chapter 3). Nonetheless, some services emerged as success stories—e.g., one NSF-sponsored project in Reading, Pennsylvania, that began in the mid-1970s utilized two-way cable to create programming for and by senior citizens. It was broadly accepted in the community and expanded to include students and a wider group of social service organizations.
Warner Amex’s Qube system received a great deal of press attention during this period. It encountered a number of obstacles but was also a showcase of what was possible and served as an important source of learning about a different form of ITV. Qube demonstrated that pay-per-view programming could be viable if the cost of promoting and processing orders could be reduced and if robust content was offered. In fact, Qube led to the development a few years later of a successful pay-per-view service, Viewer’s Choice. And Qube introduced a number of interactive formats that have since evolved and been adopted as components of cable and broadcast programming. Two popular U.S. cable services, MTV and Nickelodeon, developed from models that originated in Qube programming (Video Jukebox and Pinwheel, respectively). In this sense, Qube was an important programming laboratory.
1980sDuring the 1980s, U.S. companies and public service organizations launched a large number and wide variety of interactive television services—interactive games over cable, toys that interacted with TV content, and opinion polling during regular TV programs via special 900-number telephone services.
During the early and middle part of the decade, two cable and one broadcast service added new twists to ITV. Launched in 1981, PlayCable, a joint venture of Mattel and General Instruments, offered interactive games downloaded over a cable system to an Intellivision game player and displayed them on a TV set. Subscribers paid $10 to $15 to play up to 20 titles available each month. After two years, the system had approximately 5,000 users, who liked the system, but the high cost of the game player and demands on the bandwidth of the cable system were strong obstacles, and the system was shut down in 1983.8
Page 260 → Nabu was launched in the mid-1980s on an Alexandria, Virginia, cable system. It downloaded games and some information services to a special Nabu computer that people rented from the cable company (few people owned a computer during this time period). Arcade-style games displayed on a TV set connected to the computer were the major attraction. Nabu had a promising start, gaining a 5 percent penetration of homes on the cable system within six months, but its Canadian backers pulled out, and the service shut down.9
TV Answer was one of the few interactive broadcast TV services. The return signal from homes utilized a broadcast radio signal. It worked somewhat like Qube. People used a special remote control and responded to multiple-choice options on the screen, whether answering a polling question or placing a shopping order. By pressing a button on the remote, the unit sent a response back to the cable headend or broadcast station via a radio signal. TV Answer (subsequently called EON) was tested in Fairfax, Virginia, and later received dedicated radio spectrum from the Federal Communications Commission. However, the group of developers from Mexico could not overcome a chicken-and-egg problem. The ITV unit had little value to consumers unless there was a lot of content on programs that used the service; the service had little value to television programmers and advertisers unless a large share of homes had the device. TV Answer struggled for a few years before being discontinued.10
Near the end of the decade, trials of interactive TV expanded further in scope. Telaction, developed by J. C. Penney, offered viewers in the greater Chicago area interactive shopping over cable. Viewers used touch-tone telephones to control video still frames and audio transmitted over the cable system. Consumers could choose from 29 stores and then select and order products. Grocery shopping was the most popular. Although only a limited number of people could use the service at any given time, its main problem was the cost of developing and maintaining the service. It was shut down in less than two years.
Captain Power, developed by Mattel, was a 1987–88 children’s television program with both live action and computer animation. Viewers could purchase a toy—the Power Jet gun ($35)—that interacted with content in the program. Each show had several interactive sequences in which the viewer could shoot at or be shot by characters in the program. However, there was very little interaction. The video did not change based on the user’s actions, though the toy gun reacted to the video and registered the user’s score. The game did not catch on with the public and was withdrawn.
NTN Entertainment Network, launched in 1984, took interactive television in a new direction and achieved success. It provided interactive games and trivia contests in public locations such as bars and hotels. Users could compete with people locally or at other locations nationwide. Early NTN programs included Showdown, a 90-minute trivia game, and Power Play, an interactive hockey game.
Page 261 → It became popular especially in sports bars and spread to more than 12,000 TV screens in public locations by the mid-2000s. In 2005, the company changed its name to NTN Buzztime. Why did it succeed? NTN’s strategy of targeting public locations was wise, especially in the 1980s. Further, it offered a complete solution—hardware, network, and content—at a low cost since it was supported by advertising.
During the same period, some very simple interactive television services quietly emerged in education, offered by such groups as the Satellite Educational Resources Consortium, the Public Broadcasting Service, National Technology University, and several state education networks. In some instances, the ITV services utilized full two-way video between teachers and students who were at a distance. However, in most cases, these services utilized one-way video instruction via satellite, cable, or Instructional Television Fixed Service, a microwave frequency, with return audio via a regular telephone call. The interaction was simple: students could ask questions of teachers at different locations, or teachers could ask if students at any location needed further examples to explain the topic. Later, electronic mail, fax, and dedicated data terminals were added as return paths to the instructor and used for polling students, giving exams, and distributing sets of notes. These services reached thousands of primary, secondary, and university students, typically providing courses that would not otherwise have been available in rural areas or small school districts (e.g., advanced mathematics or foreign languages such as Russian or Japanese). The service providers and networks have evolved over time but continue to offer interactive television education services throughout the United States.
Many television news organizations adopted use of an ordinary telephone as the return path for interactivity in regular programming during the latter part of the decade. AT&T established a service in which households could call a special telephone number mentioned during a TV program and use touch-tone keypads to register opinions. Tabulated votes could be displayed at the end of the program or the next day. Users were charged a fee (typically, 75 cents). The system could handle millions of calls and was adopted by many stations and networks.11
In Europe and Japan, there were a number of interactive television projects during the 1980s, among them Hi Ovis in Japan12 and the Biarritz project in France.13 Both started in the late 1970s and continued through the mid-1980s, using fiber-optic cable to provide videophone calls, interactive text services, better TV reception, and extra cable channels, including movies. The services’ primary appeal was improved TV reception and extra cable channels; the video­phones and other interactive services received low usage—only 10 percent of households used the videophone to connect to other people or participate in
Page 262 → programming in the Hi Ovis project.14 However, in both cases, much more effort and financial resources went into the development of the technology than in creating interactive programs. The projects were highly visible showcases for advanced technologies that each country was developing, but consumers received little original interactive programming.
During the 1980s there was also a significant growth in the telecommunications infrastructure that could support interactive TV applications as well as increased penetration in businesses, homes, schools, and libraries by a broad array of media that offered limited forms of interaction or greater control over media. The marketplace acceptance of these technologies was complex and dramatic: extraordinary successes (VCRs), extraordinary failures (interactive videodiscs for the consumer market during the 1980s), and a few technologies that had waves of success and decline during the 1980s (for example, console video games). One of the lessons offered by this marketplace history is that the interactive media industries are as volatile as the entertainment and toy businesses. Nonetheless, the overall trend was toward the creation of an environment in which more interactive TV applications could be developed. Further, the adoption and use of these technologies fostered an appetite for interactivity and greater consumer control of media experiences.
The most important of the support technologies entering homes and businesses was undoubtedly the personal computer, which can serve as a terminal for many present and future interactive services. In addition, a very large share of the public gained experience in using interactive media and machines that require interactive responses. Personal computers, automated teller machines, VCR remote control keypads, microwave ovens, information kiosks at airports, and other devices in the home and workplace taught many people important basic skills in using interactive technology.
This infrastructure buildup and the development of greater interactive skills by the general public prepared the way for the 1990s and more ambitious attempts to develop interactive television services.
1990sThe number of interactive television trials and services expanded in the early 1990s. AT&T and Bell Atlantic conducted interactive television trials with groups of employees (AT&T in Chicago and Bell Atlantic in a Virginia suburb of Washington, D.C.). These trials sought to provide experience in operating ITV networks and to learn about the attractiveness of services. Both indicated that reactions to the services were positive, while acknowledging that these had been only preliminary steps intended to lead to larger trials in the future.15
Page 263 → RCTV
During 1992–93, AT&T conducted a ten-month trial of ITV in Chicago with 50 households of AT&T employees to learn about the technical requirements of building and maintaining an interactive TV network as well as to test consumer reactions to ITV services.1 The service, called RCTV (Remote Control Tele­vision), included interactive news, weather, sports, shopping, games, music, children’s content, and communication services. The research about the trial indicated that the service was used most heavily by people who watched a lot of TV, not computer technophiles. Overall, it achieved a share of viewing time equal to that of a premium movie channel such as HBO. The most heavily used services included shopping (more than half of all households made purchases), games, and sports. In general, competitive activities and content-related communications were very popular.
The trial did not reveal a killer application for ITV. Rather, the trial team, led by Vincent Grosso, identified four key attributes of ITV—communication, transactions, gaming, and information. Adding one of these attributes to a service that lacked it increased usage. For example, when a game element was added to shopping or communication was added to an information service such as news, usage increased.2 Further, personalities were just as important in ITV as regular TV programs. They also learned that people did not alter their TV behavior or attitudes about TV significantly just because they had interactive television. They sat in the same chairs or couches, at the same distance from the set, and expected ITV to serve the same functions as regular TV—primarily entertainment.
1Gali Einav, “‘I Want My iTV’: Content, Demand, and Social Implications of Interactive Television” (PhD diss., Columbia University, 2004).
2Vincent Grosso, “AT&T’s Experiences with Interactive Television” (presentation at the Twenty-Third Annual Telecommunication Policy Research Conference, Washington, DC, October 1, 1995).


In Cerritos, California, GTE conducted another ITV trial beginning in the early 1990s. Its test service, Main Street, consisted of still video images and sound organized as a database with little updating. Services included access to the Mobil Travel Guide, Grolier’s Encyclopedia, Money Manager software, and other content that changed little from day to day. Overall usage of Main Street was reported to have been low.16 Nonetheless, the project generated some useful research findings. GTE found that movies-on-demand were attractive, but consumers were willing to pay only a small increment ($1 extra) more than they paid to rent movies at bricks-and-mortar shops. Further, consumers balked at paying hundreds of dollars for an ITV set-top box and indicated that they would prefer to pay a small rental fee as part of the cable bill.17
Page 264 → A number of other groups interested in ITV focused their attention on video-on-demand (VOD). TCI, AT&T, and U S West conducted a trial of movies-on-demand in Denver; Bell Atlantic conducted a similar trial in Northern Virginia. Both had similar results. Test homes purchased 2.5 to 3.3 movies per month, much more than the national average of 0.26 for pay-per-view homes at that time. However, some homes dropped pay services such as HBO to pay for the movies-on-demand.18 It appears that these households did not increase their entertainment spending for interactive services but rather moved spending from one category of the household’s entertainment budget to another.19 At the same time, the cost of providing VOD (i.e., servers, set-top boxes, and digitizing content) was very high, so neither service moved from trial to full market rollout.
Two interactive television services—Interactive Network (in California and Illinois) and Videoway (in Montreal and Quebec City, Canada)—introduced into the marketplace early in the decade—provided different types of ITV services but ultimately experienced the same outcome. Interactive Network required a special terminal costing a few hundred dollars. It also had a monthly charge of $15 (higher if the subscriber opted for a tier that had prizes), and the interaction took place not on the TV screen but on a small display attached to the terminal. Services consisted of playing along with TV game shows and trying to anticipate the next play in sporting events. It utilized a multiple-choice format, and there was no original content. The number of subscribers was modest, but they were reportedly quite enthusiastic. Interactive Network struggled to increase its market reach and subscriber base. The death knell for the service came not from subscribers but marketing agreements that brought onboard new company overseers who decided to pull the plug rather than support new marketing efforts.20
Videoway had no hardware costs for the consumer and a low monthly fee (under $10). Interaction took place on the TV screen, and the service featured extensive original content, including daily interactive news programming, games, interactive ads, and original programming for children. Examples of programming included exercise shows where the viewer could pick the level of difficulty; interactive Jeopardy, where viewers competed with contestants on the show; and interactive poker. The service utilized four channels on the cable system. Much of the interaction took place by switching from one channel to another, where different program components were located. For example, Videoway allowed users to choose from four camera angles during coverage of sporting events, with each camera located on a different channel. The service developed a subscriber base of more than 230,000 households, more than 20 percent of the cable households in the markets where Videoway was available, and subscribing households used the service for an average of 13 hours
Page 265 → per week, with that time divided roughly evenly between games and interactive programming.21
The fact that it required four channels on an analog cable system proved a significant limitation for Videoway. From a business perspective, the cable operator had to weigh the revenue from one interactive service against the potential revenue from four separate channels. In the spring of 1996, the cable operator decided to scale Videoway back to one channel and eliminate the interactive video components. Some interactive text services were retained although these were reduced in number. The Videoway service was also implemented in the United Kingdom. A similar service developed by ACTV was tested in California during the mid-1990s. This form of ITV paved the way for a set of services that would emerge later in digital cable and satellite systems both in the Europe and the United States, when more bandwidth and better compression techniques were available.
These experiences with interactive television collectively indicated that the price of interactive television was important and that users appeared reluctant to pay for expensive terminals. Movies-on-demand, games, children’s services,
ITV on the Cheap
Not all ITV trials and services were expensive. A number of groups experimented with low-end ways to create interactive television. In Minneapolis–St. Paul, CBS affiliate WCCO-TV leased time on an independent channel during news broadcasts. The station then transmitted two versions of the news—for example, one with more sports and the other with more local news, or simply changed the order of the stories. Each channel informed viewers what was on the other station, and they could switch back and forth.1
A graduate student at New York University, Dan Sullivan, created Dan’s Apartment, an interactive television show for Manhattan Cable. He videotaped a tour of his apartment and put it on a videodisc at the cable head end. One viewer at a time could call in and use the telephone keypad to control the videodisc and move about the apartment. The show attracted a small cult following. The experiment seemed avant-garde at the time but has since been imitated on a digital cable system that can accommodate a large number of simultaneous users who tour not Dan’s apartment but vacation resorts or houses and see properties before deciding to purchase them or make reservations.2
1Andy Meisler, “Custom Made Newscasts for Minnesota Viewers,” New York Times, January 16, 1995, D6.
2Georgia Dullea, “For Apartment Voyeurs, Rated G,” New York Times, March 28, 1991, C1.


Page 266 → and original interactive content were among the most attractive services for users.
A large number of interactive television trials were announced for both cable and telephone environments between 1994 and 1996. These involved a broad range of cable, telephone, and computer companies and many different strategies for delivering services. A half dozen interactive cable TV trials were announced, including AT&T and Viacom in Castro Valley, California; Southwestern Bell and Cox Enterprises in Omaha, Nebraska; IBM, Videotron, and Hearst in Quebec, Canada; and Time Warner in Orlando, Florida. With the exception of the Time Warner service, all of these trials were either cut back sharply from their original plans, delayed, or canceled. At the same time, more than 30 major tests of interactive television in a telephone environment (both DSL and broadband fiber) were announced, including efforts by Ameritech in Chicago and Milwaukee; Bell Atlantic in New Jersey; Bell South in North Carolina; GTE in Virginia; U S West in Omaha; and SNET in Connecticut. The term video dial tone emerged to indicate that users would access the associated services by essentially dialing them up. As with the cable trials, all of these telephone company trials were either cut back sharply or canceled.
What led to such grand plans and their subsequent abandonment? Many groups apparently found themselves caught up in the frenzy of trying to corner the ITV market. They did not carefully examine cost issues. The set-top boxes for the trials were very expensive, ranging between $2,000 and $5,000, leading to high per-household costs to develop the necessary infrastructure.22 Costs for original interactive content were equally high, and none of that content existed. Further, even these very high end systems had limitations. For example, there was latency in calling up some services or responding interactively. This meant that fast-action video games were difficult to implement.
Time Warner stood alone in offering a high-end interactive TV service with shopping, news, banking, and games as well as VOD movies in its Full Service Network trial in Orlando, which lasted from late 1994 to the end of 1997. Press accounts have described this trial as a big disappointment or failure, likely because of the high expectations set early on. Although the trial did not grow into a national service, it was successfully implemented in a few thousand homes and served as a rich learning laboratory about ITV.
Research from the trial indicated that movies-on-demand was the most popular service. In addition, the Full Service Network provided news and sports clips from a menu, replays of news programming on demand, interactive video games among households, an interactive TV guide, home shopping (e.g., ordering pizzas through the TV), and Web-like services such as home banking and classified ads. The interactive news programming, “The News Exchange,” was especially interesting. Ten percent of trial homes paid an extra $1.95 or $3.95 per
Page 267 → month to receive it. The service offered approximately 100 newscasts, news clips, and full-length news programs on demand, with the content created by a staff of producers and reporters. Further, as with movies-on-demand, consumers could fast-forward, rewind, and pause the on-demand news programming. Viewers also took to doing replays of news events and repeatedly watching news highlights prepared for them, such as key plays in local college football games.23 However, the high costs associated with production of these segments led the Full Service Network to cut back on original content even before the trial ended. High costs were also associated with the servers and other infrastructure at the cable system as well as advanced cable boxes for homes.24 The general consensus about the trial, including the assessment of Time Warner management, was that the Full Service Network was ahead of its time and would not be commercially viable on a large scale for some years. However, Time Warner used the trial to plan for the future, including its broadband Web services and a subsequent movie-on-demand service on its digital cable systems.
By the late 1990s, a more realistic picture emerged, and a new evolutionary strategy was born. Both cable and telephone companies developed simpler services with less costly technology and waited for the necessary infrastructure upgrading to take place. This process occurred either through the natural process of replacing old equipment or through an accelerated process financed by the demand for other services, such as high-speed data applications and eventually telephone service over cable.
In the cable environment, many companies decided to offer high-speed Inter­net services through cable modems and evolve over time to interactive video—e.g., At Home, a service offered by a consortium of cable operators. Some cable companies began to offer interactive program guides and other niche interactive services, such as interactive text accompanying regular TV programs (e.g., Wink Communications), time-shift viewing of TV programs (e.g., Your Choice TV), and still video images with sound (e.g., the Interactive Channel).
Wink Communications conducted a trial with NBC in which text and graphical information were inserted in the TV signal (a form of teletext). The information could be accessed by pressing a special key on the remote control and appeared over video programming. The information included plot summaries, trivia quizzes, and sports scores. Wink gave rise to a new term, enhanced TV, as an alternative to interactive TV. Wink enhanced regular content with extra information.
Your Choice TV (YCTV) was created by Discovery Communications and was test-marketed in several cities from 1994 to 1998. It provided VOD television programs for 99 cents. The programs were available a few hours to a few days after the program first aired. Approximately 20 to 30 programs were available
Page 268 → each day from networks and cable channels such as ABC, Discovery, HBO, and PBS. Research indicated that the concept was appealing, but YCTV struggled to get additional program suppliers to come onboard. Viewers wanted not just ABC but all the major networks, not just one soap opera but all of them. In addition, digitizing programs was expensive at that time. In some ways, YCTV was a precursor to digital video recorders such as Tivo and Web video aggregators such as YouTube and Hulu, which developed different solutions to time-shift viewing.
In the late 1990s, the Web entered the interactive TV environment in a few ways. Some television producers experimented with creating Web content that would accompany or interact with the TV show; other programs let viewers create content on the Web to be inserted in the TV show. MTV was very active with both of these forms of interactive TV. One successful quiz program, Web Riot, allowed viewers to compete online with the contestants on the show and win prizes. Another program, Yack Live, had viewers go to an AOL chat room where they could comment about the music video that was playing. The comments were inserted live over a portion of the screen as the video played. Unfortunately, many of the comments were inane or off-color, and the show was soon canceled. The term two-screen TV came to describe simultaneous use of the Web and a related TV program (this form of interaction grew exponentially when social networking sites became popular a decade later).
During this period, a number of hardware and software companies, among them Microsoft, Sony, and Philips, backed WebTV, a product that offered the Internet on television. The service was marketed to homes that lacked personal computers but had TVs. By the late 1990s, WebTV found a moderate market of approximately one million households, many of which were older adults who liked to exchange e-mails with their children and grandchildren. Microsoft later purchased WebTV and continued the service under the name MSN TV.
In Europe, many companies watched the withdrawal of high-end interactive television trials in the United States during the 1990s and moved to implement more cost-effective ITV trials, principally offering VOD. In 1995–96, British Telecommunications conducted a 2,000-home trial with movies-on-demand, home shopping, electronic banking, and games in Ipswich and Colchester. The results were sufficiently positive that the company moved forward with an ITV service in London, using British Telecom’s Westminster cable company.25 However, officials ultimately concluded that the cost of VOD was too high and withdrew. ITV trials were also conducted in Sweden by Telia AB and in Italy by Telecom Italia and Stet.
In Germany, Deutsche Telekom AG pulled back from its plan for a 4,000-home ITV trial and replaced it with a smaller test of 50 homes in Berlin fol-
Page 269 → lowed by a modest trial in Stuttgart. The trial in Berlin offered VOD movies, children’s programs, and other entertainment programming along with tele-shopping and tele-learning services. It was largely a demonstration project to understand how well the technology performed and what services could be provided.26 France Telecom, which conducted an ITV trial in Biarritz during the 1980s, adopted a conservative wait-and-see attitude but conducted a 200-home ITV trial in Paris. Many of the European telephone company trials also focused on comparing digital telephone networks and cable as the preferred way to deliver ITV.
Between 1993 and 1997, the technology that was used in the Videoway service in Canada was imported to the United Kingdom and tested with a cable operator, Videotron. The applications closely resembled those in Canada. For example, two commercial broadcasters, Carlton Television and London Weekend Television, created an interactive London news channel with four strands of news programming. Viewers could switch back and forth to choose which segments they wanted to see. Reactions to the service were positive, and it attracted many subscribers, but it experienced the same fate as Videoway because it required so much bandwidth.
By the late 1990s, British satellite operator BSkyB had launched a digital satellite service and began to test ITV. The first project, Open, presented a limited text service. It was not considered a success but paved the way for a wider range of ITV applications in the years ahead.
The ITV activities in Europe during the 1990s were modest in scope and paralleled the evolving efforts by cable and telephone companies in the United States. During the second half of the decade, companies on both sides of the Atlantic exploited the existing telecommunications infrastructure, with modest upgrades, and supported VOD or other forms of ITV that did not require very expensive home terminals or major network overhauls.
2000 and BeyondBy the early 2000s, ITV’s prospects appeared to be improving. The cost of set-top boxes and of digitizing analog video had declined significantly. People were getting used to interacting with content through their experiences on the Web, and many new options were available for creating ITV applications such as broadband and PVRs. However, the contexts for developing ITV differed substantially in the United States and Europe.
In the United States, the weak response to ITV trials in the 1990s cast a pall over new high-end ITV applications. Attention shifted from ITV to the Web as the place of opportunity, especially since the penetration of personal computers
Page 270 → was high. Consumers initially showed little interest in TV over the Web, but this would change over time. Web development at this time emphasized information, transactions, and advertising.
The atmosphere for interactive television was so negative that most of the groups developing ITV applications dropped the term interactive television and instead used terms for specific applications, such as electronic program guides or video-on-demand. ITV applications emerged but as an adjunct of the drive to build digital television systems. The development of ITV services in the United States became driven by competition between cable and satellite operators (and later telephone companies as they returned to the television arena).
In Europe, especially in the United Kingdom, which led the world in the development of ITV, the history and context were quite different from the United States. Far fewer ITV trials had occurred in Europe in the preceding decade, and even though they were no more successful than in the United States, attitudes about ITV were less negative. Many European countries lagged the United States in adopting the Web, so developing Web businesses had less appeal. Europeans also evidenced pent-up demand for more television channels, and private investors stood ready to develop digital satellite services to meet this demand and, in turn, provide a platform for the development of new ITV services.
In the United Kingdom, people had experience with a limited form of enhanced television through teletext, which taught them simple skills about how to interact with television and may have created an appetite for more advanced services. Further, government policies supported the development of ITV applications. The government mandated that 20 percent of the content for a new channel, BBC Three, should be interactive, and TV license fees collected by the government helped fund development of new ITV applications. Competition also spurred the development of ITV. The launch of BSkyB’s all-digital satellite service in 1998 prompted cable operators and terrestrial broadcasters to develop advanced services to compete with satellite. Competition led to new ITV services and helped to bring prices down.27
By 2000, U.S. satellite television services were completely digital; cable had recently begun a conversion to digital; and some terrestrial broadcasters had begun to transmit digital signals. Also, PVRs had just entered the market, bringing further possibilities for ITV. Little interest in interactive television as such existed; however, with the proliferation of high-capacity digital cable and satellite systems, people faced the challenge of finding programs on systems with more than 200 channels. Interactive EPGs provided a useful tool and within a few years became ubiquitous—and popular—on digital cable and satellite systems. EPGs became an anchor for ITV, though no one except a few people in the industry called them interactive television. Video-on-demand became a second anchor service for ITV. VOD was driven by the prospect of additional revenue
Page 271 → and by the interests of cable operators who wanted to use VOD to compete with satellite television, which could not offer VOD. The service’s popularity at first remained low as a consequence of weak movie offerings and some technical mishaps, but it became a core part of digital cable. Large cable operators such as Comcast, Time Warner, and Cablevision emphasized VOD in their marketing, including paid content such as movies and later free VOD content such as TV programs. An important side effect of EPGs and VOD was a reduction in subscriber churn (the percentage of people who drop a service), which helped secure the future of these services.
A third area of ITV activity since 2000 has been “enhanced” information services, which come in two flavors. One is teletext-like services in which viewers can obtain extra information in the form of text and graphics displayed over the TV picture. The other is extra video information that can be retrieved by selecting an icon on the TV picture or from a menu. The extra video is then provided through VOD or on another channel. Both forms of enhanced information, sometimes called widgets, are used in advertising. In the former case, a window pops up with extra information, such as where to purchase the advertised product locally; in the latter case, clicking on an icon during a 30-second ­commercial might switch the person to a 10-minute infomercial about the product.
Interactive shopping over digital cable and satellite systems, sometimes called T-commerce, grew slowly in the early 2000s. A number of groups developed technologies that allowed viewers to click on, for example, a sweater worn by a star in a TV program or a football jersey during a televised game and order these items immediately, but consumers showed little interest in interrupting their viewing experience. Although pizza could now be ordered over some digital cable systems (the Holy Grail for some earlier ITV aficionados), the bulk of interactive shopping took place on the Web or on traditional home shopping networks, with people calling an 800 number to place an order.
Web-based ITV grew slowly in the United States from 2000 to 2005, then began to flourish. It has taken a few forms, including downloading or streaming segments from TV programs, entire programs, extra scenes not included in the show, or original made-for-the-Web videos-on-demand. Examples include watching a segment from NBC News, an original Web video advertisement from BMW, or a full episode of Lost. In some cases—for example, programs on a cable network for children such as Nick Jr.—viewers have been able to download shows before they air on the network. Web viewers can then tell others about the show, increasing the audience when it airs. Viewing TV shows on the Web and viral communication by those viewers to others who will watch on regular TV increase the ratings of the show. The viral communication can be in person or through texts, IMs, and posts on social networking sites.
Page 272 → The Web has also been used to vote about content on TV. Examples have included voting on the dress a bride will wear on an upcoming Today Show special and voting on who should advance in amateur talent contests such as CBS’s Star Search (another instance of two-screen TV). ITV applications for the Web also include choosing endings for TV programs. Law and Order CI, for example, let viewers decide if a villain would be killed or live in a future episode. Viewers at the show’s Web site could also see both endings. There has been much debate about the appeal of interactive fiction, where the votes of viewers can change an ending or events within the program. Many demonstrations of interactive ITV fiction have taken place, but few applications have been adopted permanently. (It has been tried in online text as well, as in a British videotex service for children in the 1980s, but had limited appeal.) Some observers argue that fiction is a story told by a storyteller to audiences and that people do not want to change the content; others believe that interactive fiction has been widely adopted in the form of video games, which are a form of fiction with plots and many choices as the story unfolds.
From 2000 onward, Web shopping emerged as a multi-billion-dollar business. The shopping information on Web sites initially was primarily text, with graphics later becoming standard, and video eventually added on many shopping sites (e.g., viewers could control a video demonstration of a new car). In this sense, ITV shopping in the United States emerged sooner on the Web than on digital cable or satellite systems.
Another ITV application that has expanded in the United States is telephone voting on a topic posed in a news segment or on the elimination of a contestant on a reality program. This service includes touch-tone votes from wired or mobile telephones as well as the use of text messaging (SMS) from mobile phones. Some two-way cable systems also support remote-control voting. The final 2005 episode of American Idol generated more than 25 million phone and SMS votes.
The PVR supported a few ITV applications by the middle of the decade. In addition to their core features of enabling time-shift viewing and providing greater control over television programs, PVRs have been used to download some shows from the Web and to download visuals that appear over television commercials whenever a person uses fast forward to move to the next program segment. By the end of the decade, many services emerged to allow viewers to transfer Web video content on demand to TV sets.
Two services that were tested and failed in the 1980s and 1990s, games and choosing multiple angles during sporting events, returned after 2000 in ITV environments. Game services included low-action games such as solitaire and word games, along with game playing at home in competition to game playing on a TV program—e.g., playing a hand of poker against players on a TV
Page 273 → Cablevision’s IO Service
In 2001, Cablevision, a large cable operator in the northeastern United States, launched Interactive Optimum (IO), a two-way digital cable service that supports interactive services along with HDTV, broadband Web access, and VOIP (voice-over Internet protocol, a cable-based telephone service). IO grew very rapidly after its launch and developed a robust offer of ITV services, including VOD, an interactive program guide, games, multiple camera angles for Madison Square Garden sporting events, and walled garden services such as video real estate and automobile ads. Its VOD service includes on-demand movies, pay cable channels such as HBO, selected TV programs, and a micro-niche video magazine service with short program segments on a wide variety of topics. While IO has a number of ITV services, Cablevision does not label the services interactive, instead using the terms on-demand, program guide, or enhanced services.
IO’s business model has been to offer a relatively inexpensive digital tier—approximately $10 more than a midlevel cable package—with many extra channels, HDTV, and interactive services. Certain other services incur additional charges. VOD includes some free content as well as monthly subscriptions (e.g., for HBO on Demand) and pay-per-use (e.g., for on-demand movies). Game packages are offered for a monthly subscription. Cablevision bundles IO with broadband Web access and telephony—that is, customers get discounts if they subscribe to two or more of these services.

program. Choosing multiple camera angles in a sporting event was accompanied by watching several sporting events or news segments on one screen, then choosing which game or news segment to watch on the full screen.
In Europe, ITV developed more rapidly than in the United States after 2000. Groups in other parts of the world—most notably Australia and Hong Kong—also developed ITV, but Europe led the way. Many of the European applications were low-end ITV, but they were more widespread than in the United States. Further, the industry in Europe used the term ITV as an umbrella for a wide range of applications and services, the most popular of which were gaming, gambling, and voting about content in programs; shopping and banking were less successful.28 There was much interest in ITV advertising, but it grew slowly. Most viewers used ITV in short sessions (often during commercials or when bored with programs), and awareness of ITV was mixed. The main appeal of digital cable and satellite was more channels and better picture quality, not ITV.29 A common return signal for ITV was SMS, with a new subcategory of ITV, SMS-TV, emerging.30 SMS generated a revenue stream for program producers, who split the fee for SMS with mobile phone operators.
Page 274 → One of the more popular ITV applications has been a series of quiz programs, among them 9Live, a German channel also available in parts of Austria and Switzerland. Viewers participate in quiz programs by calling a special phone number. Cash prizes are awarded to those who answer the most questions correctly. There is a charge for each call, with the proceeds split between 9Live and the telephone company. SMS-TV is also popular in Norway, the Netherlands, Belgium, Spain, and the United Kingdom. MTV Europe lets viewers vote on the most popular videos, and music awards programs receive as many as several hundred thousand calls from voters. SMS-TV has worked well as a consequence of the very high penetration of mobile phones and the creation of short call-in phone numbers.
The United Kingdom has been at the forefront in applications of ITV, led by BSkyB’s digital satellite service. Cable operators such as NTL and Telewest as well as terrestrial broadcasters followed, driving down the price for consumers. Early “walled garden” ITV services (a limited set of mostly textual information services) did not succeed, but over time, operators found applications that generated revenue, including gaming and betting. The United Kingdom has relatively lax gambling laws, enabling the creation of a broad range of betting applications. Gaming applications include both participation in TV game shows with a chance to win prizes and playing games such as Tetris over a digital television service. For example, YooPlay TV, carried on BSkyB, NTL, and Telewest, provides a channel of games and gambling. PlayJam offers a game service in Europe and the United States. Gaming applications had to overcome a number of obstacles, including latency, which makes it difficult to implement fast-action games, and the limits of remote controls versus a controller in a game console such as Sony PlayStation. ITV games also face intense competition from games on the Web, video game consoles, and PC software games. ITV game developers have cleverly chosen games that work within an ITV cable or satellite environment and developed game play that could accompany TV game shows or poker programs.
The BBC has been very active in ITV, though it blemished its image in 2008 by encouraging viewers to participate in phone-in competition when the winners had already been chosen. In more advanced forms of ITV, the BBC has experimented with local news on demand and chat about TV programs, where viewers must opt in to see the comments, thereby solving the earlier problems Yack Live experienced. The BBC has also developed many enhanced ITV services, such as extra text or video that users can call up by using their remote control, VOD, and two-screen ITV with Web content that accompanies the video on television. Among the BBC’s many interactive programs has been an IQ test in which everyone watching can participate and learn their IQ by answering a series of questions.
Page 275 → BSkyB Interactive
BSkyB is the parent company of Sky Digital, a major satellite TV service in the United Kingdom and Ireland and an affiliate of DirecTV in the United States. In 1999, Sky Digital launched Open (later called Sky Active), an interactive TV service. Open was a limited service, primarily text, that included e-mail, home shopping, and electronic banking. The return path from the home was via a telephone (and later SMS). By most measures, the early service was not successful: only 50 percent of subscribers used it and only 10 percent made purchases.1 However, it set the stage for ITV services that would follow.
Sky Digital’s primary attraction in these early years was more channels and better picture quality, not ITV. Sky Digital also had cable competitors that were upgrading to digital. In the competition that followed, prices dropped, and Sky Digital offered an affordable digital package that attracted millions of subscribers. Like a Trojan horse, the digital platform allowed ITV services to enter homes, at least initially, as part of other services. For example, a very popular sports package included an ITV service with multiple camera angles that viewers could select. Also, many programs (e.g., news programs) began to include polls on current affairs or voting that allowed viewers to participate (e.g., Big Brother let viewers vote on who should be dropped from the competition). The service also offered menu-driven news. The most popular services to emerge were gaming and gambling—e.g., low-end games such as Tetris and gambling on sporting events under the United Kingdom’s relaxed gambling rules. Later services included chat with other viewers and My Sky, with customer account information and customer service.
BSkyB was very influential in developing ITV services, many of which were subsequently adopted in the United States and other countries. The company also developed business models that were influential, such as pay-per-play for games and SMS voting, which involved a revenue split between the program provider and the mobile phone company.
1Gali Einav, “‘I Want My iTV’: Content, Demand and Social Implications of Interactive Television” (PhD diss., Columbia University, 2004).


The United Kingdom has been a major lab for developing and testing ITV advertising, often called red-button advertising after the red button icon that appears on screens when a commercial has extra content available as well as the red button on remotes that is used to retrieve it. The red button has generally come to symbolize ITV in Europe, since it is the method of selection for many ITV applications. ITV advertising supports a number of features that advertisers find attractive. A viewer can call up extra text over a commercial (e.g.,
Page 276 → a list of where to buy a product) or extra video about a product. Viewers can customize cars, order brochures, request coupons, participate in contests, and order products. In some systems, different commercials can be targeted to different groups of viewers.
Red-button advertising has also been controversial. Some producers have objected that if viewers watch extra video about a product, they will miss part of the regular program. Similarly, advertisers have noted that clicking on the red button during one commercial will cause viewers to miss subsequent advertisements. ITV advertising has also changed somewhat the relationships among advertisers, ad agencies, and broadcasters. Advertisers previously worked with agencies that simply bought time on networks. With ITV, the advertiser or group creating the spot must work with the satellite or cable operator because of the technology requirements for transmitting the spot. ITV advertising also can provide new types of data and feedback about the viewer (e.g., how many people clicked to see more content). Such information is attractive to advertisers and network operators, who can charge more for every person who clicks to get more information, but also engenders privacy concerns among those who worry about how this information is used.
The Future of ITVOne of the unresolved issues associated with the future of ITV is the question of which paths it will follow—digital cable or satellite, fiber-to-the-home telephone networks, the Web, mobile platforms such as MP-3 players or advanced mobile phones, and hardware storage systems such as DVDs, video game consoles, and personal computers. As debate has raged about which path is most viable, some analysts have chosen one horse to ride. In the early 2000s, digital cable appeared to have a commanding lead, at least in the United States. It had a high-speed return path from the home and direct connections between a server at the cable system and homes, both of which satellite lacked. Dial-up access to the Web was too slow to support ITV. However, satellite service providers, led by BSkyB in the United Kingdom and DirecTV in the United States, have devised clever ways around these limitations, and broadband delivery of the Web overcame many of the limitations for Web ITV. Similarly, DVDs developed interactive features; video game consoles entered more homes with interactive games that approached television realism, linked players in different locations, and provided a platform for downloading on-demand movies for display on TV sets. At the same time, personal computers became more powerful, accommodating interactive video. In the long run, applications of ITV are likely to run on all of these platforms.
Page 277 → There is uncertainty about which ITV services will be widely accepted and which will fall by the wayside. Rather than try to pick winners among services, there may be a better way to deal with the issue of content or applications—ITV attributes. Vincent Grosso has identified four general attributes that cut across ITV content: information, transactions, communication, and gaming. Research from the RCTV trial in Chicago31 and BSkyB in the United Kingdom suggests that adding one or more of these attributes to an ITV content category is likely to make it more appealing to end users. For example, adding a gaming attribute to a transaction service such as shopping or a communication attribute to an information service such as IM chat over a news program may increase appeal.
Uncertainty also exists about how to price content and hardware. Should content be advertiser-supported or paid for by end users? If the latter, should it be based on pay-per-use or a monthly subscription? What price levels will the market support? Will consumers pay for hardware such as advanced set-top boxes, as they do for some PVRs, or will users prefer to lease the equipment, as with many current-generation cable boxes with built-in PVRs? Other alternatives are to bundle the hardware into a tier of interactive television service, in which case users are likely to perceive that they are paying for the content rather than the box, or to give away the set-top box in the expectation that it will generate significant new revenue from content rentals, shopping and other transactions, and targeted advertising. All of these alternatives are being explored.
Will ITV threaten some forms of existing advertising revenue? Potential hazards include viewers’ ability to fast-forward through commercials, to superimpose ITV text content over commercials (e.g., superimposing a TV guide on the screen when a commercial starts), and to switch from regular channel content to ITV when a commercial comes on.
The basic costs of providing ITV—servers, digitizing content, and set-top boxes—are much lower than they were in the 1990s. For example, in the mid-1990s, digitizing a movie for VOD delivery cost $300,000, while a set-top box ran $5,000. Ten years later, the cost of digitizing a movie was closer to $3,000, and set-top boxes similar to those used in the Time Warner Full Service Network trial cost approximately $300. If a $300 set-top box is given away, will VOD and other ITV revenue be sufficient to recoup the cost?
Service providers must also deal with issues of scale. Will the models for networks, servers, and user traffic accommodate tens of millions of homes simultaneously using ITV services? Content providers must wrestle with issues of interoperability—that is, can content created for one service work on another provider’s system without significant technical or design modifications? Many incompatible boxes now compete for market share, a situation that poses a cost
Page 278 → obstacle to content providers that may have to modify their content for each system.
The issue of whether people want to interact with television, which haunted many earlier generations of ITV service, has largely been resolved. With the exception of a group of diehard skeptics, consumers clearly want to interact with television. However, some want to interact a lot, and some want to interact only a little. The current generation of ITV services can accommodate both the frenetic technophile and the relatively passive couch potato.
Questions about consumer demand for ITV center more on price and appealing services. However, television also has a buzz factor—the need for a mass audience to perceive that an innovation is catching on lest it be cast aside. Further, with the high cost of content generation, ITV content providers need large audiences to justify costs. ITV on the Web may have some advantages in these respects. The Web can more readily accommodate niche services such as user-generated videos, and content creation is not as expensive in the Web environment.
The Future of ITV Content and ServicesIn the mid-1960s, media theorist Marshall McLuhan noted that we tend to fill new media with content from earlier media.32 Early radio was filled with vaudeville acts, and early television was filled with radio shows that had been converted to a television format. Truly innovative content and viable business models tend to be discovered years after the new medium enters the marketplace.
Virtually every existing service for interactive television is a modified version of content or a service that already exists: movies-on-demand is a DVD rental service directly to the home; interactive home shopping channels are variations on earlier television shopping channels or a video rendition of catalog shopping; interactive games between households are a variation on two people playing in the same room; and user-generated videos are home movies distributed to a much wider audience. These enhancements to existing services appeal to existing media usage habits and content appetites. They are not bold new applications for a new medium. If history repeats itself, genuinely new applications will not emerge until a few years after ITV systems are widely deployed and will not be recognized as creative innovations for an even longer period.
Original interactive programming is expensive. In ITV’s early phases, program providers have hesitated to invest heavily in original content. At the same time, some programming, including news, sports, and game shows, can be adapted to interactive formats with only modest increases in production costs. However, original content will be required to fully exploit the new medium.
Page 279 → Who will provide this content? Will experimentation lead to any radical new program formats, and how can this experimentation be encouraged?
Interactive television has finally reached acceptance after many failed trials and services. It is widely deployed in the United States and Europe, through services like VOD, EPGs, PVRs and interactive services on the Web and mobile phones that offer TV or complement regular television programs with interactive applications. Some of the high-end ITV services tested during the 1990s are still waiting to be deployed for reasons of cost. Having finally achieved success, it is not clear whether the term interactive television will be widely used except by those in the industry. Consumers know ITV by specific services such as program guides or VOD, not ITV generically.
In the end, interactive television is about control, convenience, and customization of the television experience. Interaction is a mechanism to provide these core values. Gali Einav reminds us that ITV is ultimately television.33 There is no reason to believe that ITV’s functions in people’s lives will differ significantly from the well-established functions of television—to entertain, relax, engage, and inform viewers.
Page 280 →  Nine //Satellite RadioThis is a story about skepticism, challenges, high risks, and the potential for high rewards. It is the story of two upstart satellite radio companies (which later merged) that took on the U.S. radio industry and won acceptance from a large group of listeners but then ran into headwinds of competition from other media and struggled to become profitable. The chapter emphasizes the U.S. satellite radio experience and draws from academic research, industry data, our field research, and historical analysis of more than 80 years of radio.
What is Satellite Radio?
Satellite radio, also known by its technical name, satellite digital audio radio service (SDARS), is licensed by the FCC and uses the S-band (2.3 GHz) portion of the radio spectrum to deliver audio and data services directly from satellites to cars, homes, and offices. Radio content is sent from ground stations to the satellites and then retransmitted to radios equipped to receive the signals. The satellite-to-ground signals are supplemented by terrestrial repeater networks in major cities to fill gaps in coverage when tall buildings and other obstructions block the signal.
The United States has two satellite radio services, XM and Sirius, which were independently owned and operated until 2008, when they merged; they continue to operate two services. Both are subscription services that deliver more than 100 channels of audio content such as music, news/talk, and sports as well as data services such as stock quotes and the title of the song being played to subscribers. (Sirius also provides some video services.) Their signals cover parts of Canada and Mexico as well as the continental United States. Receiving the service requires a radio equipped with a satellite chipset or an adaptor that will play through existing radios or stereos.

Skepticism about satellite radio was rampant in the late 1990s and early 2000s. It took many forms: Why would anyone pay for radio when free radio is so widely available. Radio is inherently a local medium, so how can a national satellite service possibly compete? AM and FM stations saturate major markets in the United States, with large cities often having more than 100 stations, so
Page 281 → who needs more? Satellite radio technology is untested in the United States and will likely fail to work in large cities with tall buildings and in rural areas with dense clusters of trees? Radio is a dying medium, so why throw good money at an industry that is on its last legs?
The challenges faced by satellite radio included competition from more than 12,000 existing radio stations as well as a range of alternative sources of music in the home and car, including CDs and MP-3 players; how to raise $2 billion for the launch of the satellites and a five-year startup phase; the need to put in place agreements with car manufacturers to install a new generation of radios in vehicles; and the entrenched habits of millions of listeners who already had AM/FM radios in their cars and homes.
The risks associated with satellite radio included the potential failure to overcome any of these obstacles; the possibility of launch failures for the satellites, thereby significantly delaying the startup of services and crippling the companies financially; the real possibility that too few people would subscribe to satellite radio to justify the $2 billion investment; and many industry analysts’ argument that it represented another case of a new technology being pushed into a marketplace that didn’t need or want it.
New radio technologies had a history of many failures or very long incubation periods. FM radio, launched in the late 1930s, did not win a significant share of the radio audience for 40 years, a startup period that would have killed satellite radio. AM stereo was in the marketplace by 2000 but had failed to attract the public. Digital AM and FM radio was still in a talking phase in the United States, ten years after it was proposed. Further, a new generation of radio services had been introduced over cable and satellite TV systems but had generated little interest among television viewers.
The potential reward for a venture such as satellite radio was significant revenue from a large base of potential subscribers: 200 million cars in the United States already equipped with AM/FM radio, more than 100 million households with an average of five radios each, three million truck drivers who spent several hours each day on the road, and millions of offices that kept radio on throughout the day. But how many of these people would subscribe? We have already discussed the danger of taking such large figures and then making a seemingly conservatively estimate that 30 percent or 20 percent or even 10 percent were likely to subscribe in order to forecast a very large base of users. The reality in the late 1990s, when initial investment bets were placed, was that no one knew if anyone would subscribe to satellite radio.
When satellite radio was launched in 2001, it was a true David facing the Goliath radio industry. Leading the charge against the radio industry was XM’s CEO, Hugh Panero, who came from a cable background and shaped the nascent satellite radio industry. At that time, AM and FM radio stations were gen-
Page 282 → erating $20 billion a year in revenue. They were owned by two major conglomerates, Clear Channel and Infinity Broadcasting, many smaller multistation owners, and a large group of public and nonprofit stations. At a national level, commercial radio was represented by a powerful lobbying organization, the National Association of Broadcasters, which vigorously fought the introduction of satellite radio. Radio had faced previous challenges for its audience from other media, including television in the 1950s, and AM had been challenged by FM beginning in the late 1930s, but satellite radio represented the first time in 80 years that terrestrial radio faced significant competition from another form of radio.
Measured by its growth in subscribers, satellite radio has generated remarkable success, reaching 19 million subscribers seven years after its launch. Its long-term growth is difficult to assess, though no shortage of forecasts exists. The business case for satellite radio is more complex. The story of how satellite radio took on the terrestrial radio industry rivals an Indiana Jones action-adventure movie, with perils and uncertainties at every turn and protagonists willing to take heart-stopping risks.
Satellite Radio Origins and Technological UnderpinningsSatellite radio did not begin in the United States. WorldSpace first offered it in 1998 for developing nations in Asia and Africa. In 1997, the Federal Communications Commission (FCC) held an auction for two U.S. satellite radio services in the S-band section of the radio spectrum. Four bids were received, and two licenses were awarded, one to American Mobile Radio (which became XM Satellite Radio) for $90 million and another to CD Radio (which became Sirius Satellite Radio) for $83 million. These 12.5 MHZ systems would have no further competitors in the S-band.
American Mobile Radio attracted investments from General Motors, Hughes Electronics, Honda, DirecTV, and Clear Channel Communications, while CD Radio attracted investments from Ford, DaimlerChrysler, and Space Systems/Loral. Some of these investors later became very important tools in the marketing and distribution of satellite radio. In particular, General Motors, which had invested $100 million, agreed to sell XM radios exclusively in its vehicles and moved aggressively to install them at the factory where the cars were assembled (rather than at dealerships, where it is much more expensive).
A series of early technical decisions had a major impact on how the two services would develop and ultimately the quality of the user experience. The first of these involved the number of satellites and types of orbit each would deploy. Satellite radio antennas, like their satellite TV cousins, must be able to “see” the satellites to pick up the signal. The placement and power of the satellites
Page 283 → affect how frequently and under what circumstances end users may lose the signal. Moving objects such as cars complicate the choices. Sirius chose three medium-powered satellites from Space Systems/Loral that would be deployed in an elliptical orbit at high angles over the United States. XM chose two high-powered Boeing satellites that would be deployed in geostationary orbits south of the United States with a moderate angle beam that targeted the eastern and western halves of the country. As a practical matter, this meant that the Sirius satellites (also lower in orbit) were more directly overhead and therefore less likely to be blocked by tall buildings and would need fewer repeater networks to supplement the signals blocked by buildings. However, the more powerful XM satellites could more easily penetrate light clusters of trees and other nondense obstructions. The XM satellite configuration was also simpler in design. An XM radio could pick up the east or west satellite and stay fixed on it unless the receiver was traveling across the country. The lower-orbit Sirius satellites moved in the sky (at any time, two of the satellites were over the United States), requiring the radio to make more complex adjustments to pick up signals. Within a home, users might even have to move the antenna each day to optimize reception, since the satellite might be in a different location than the previous day. The satellite configuration had an impact on the design of the chipset and contributed to a major delay for Sirius.
In addition to repeater networks, both companies built a few seconds of buffer into the radios to overcome minor signal losses from the satellites—that is, the radio could lose the satellite signal for a few seconds, as when passing under a bridge, without the user noticing any disruption in service.
Both companies took risks in the launch of their satellites. Though all the satellites were insured, insurance never covers all costs, and the delay in launching a replacement could have crippled either enterprise. Sirius launched first, using a Russian Proton rocket, and had all three satellites in orbit by November 2000. XM used a new technique to launch its more powerful and heavier satellites. Working with Sea Launch, a partnership between Boeing and companies from Norway, Russia, and the Ukraine, XM launched its satellites from a barge towed down to the equator, off the coast of South America. Launching closer to the equator enabled the rocket to carry a heavier payload, but the technique was relatively untested. The two satellites, named Rock and Roll, were launched successfully, though one launch was delayed for a few weeks. By May 2001, both XM satellites were in orbit.
With a six-month lead in launching its satellites, Sirius should have been first to market. However, a second major technical issue, the chipset design and manufacturing, came into play. Because of the complexity in the design or simply because of manufacturing delays, the Sirius chipset was not ready in 2001, whereas XM’s chipset was ready, and the service launched that November. Sirius
Page 284 → inaugurated its service the following July. The head start gave XM a significant early advantage. Chipset design is not a onetime event. Chipsets are redesigned frequently, and each new generation is typically smaller and lighter, has more features, consumes less power, and throws off less heat. These attributes, in turn, affect the size, weight, features, and cost of the radio. Getting a working chipset to radio manufacturers before Sirius enabled XM to stay one generation ahead for the first few years, offering cheaper, smaller, lighter radios with advanced features.
A third significant set of technical issues affecting the end user experience involves the division of bandwidth and the system for compressing signals. With traditional analog AM and FM radio, a station is assigned a fixed bandwidth—generally enough to transmit one regular radio signal (we will not discuss digital terrestrial radio here). With 12.5 MHZ of bandwidth, the satellite radio services had relatively big blocks of bandwidth that could be divided any number of ways—for example, into 75 channels with extremely high quality, 300 channels with low quality, or anything in between. Further, some channels could receive more bandwidth (e.g., music) and others less (e.g., news and talk channels). More channels clearly offered a marketing advantage, but high-quality audio was also an important selling point. Both Sirius and XM launched with approximately 100 channels and later increased to more than 120. A casual listener to either service can hear a clear difference in the quality of the audio on channels that are predominantly talk and those that are predominantly music.
One of the advantages of a digital service such as satellite radio is that it can use compression to squeeze more signals into a defined amount of bandwidth. Compression technology is part science and part art. The scientific part uses complex algorithms to reduce the information that is transmitted while restoring the full signal in the receiver. The art of compression lies in making decisions about which parts of the audio are most important and which can be compromised, with only the best sets of ears listening on the best audio components noticing any difference. The listening environments for satellite radio provided a further wrinkle in the compression decision. Planners anticipated that most subscribers would listen in their cars. A car environment is noisy, and the speaker systems are generally mediocre. Greater compression was therefore possible, since the typical car listener could not distinguish between very high and reasonably good quality. However, the home audiophile with a high-end stereo system (and reviewers) could make such distinctions. Both Sirius and XM’s decision makers appear to have struck a reasonable compromise, as most reviewers found the audio quality very good if not quite up to that of CDs.
An additional advantage of compression technology is that it improves over time, as more advanced algorithms are created, enabling satellite radio to deliver more services in the same bandwidth. Collectively, these technological
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Commercial Radio Opens the DoorWhen satellite radio was launched in 2001, consumers expressed more interest in the service than many observers had anticipated. But why would people pay for satellite radio when free radio was so widely available?
Decades of research about radio provide strong evidence about its core functions in people’s lives, functions that cut across formats and time periods. People listen to radio to keep them company and to enhance or to help change their moods.1 They use radio to mark their day (wake up, go to sleep, take a break from another activity) and to participate in communities.2 The community can be the town where the radio station and listener are located, but it can also be a community of Boston Red Sox fans or people who love jazz. Radio research also shows why personalities—e.g., DJs, sports announcers, political commentators—are so important on radio. These personalities perform all of these functions—keeping people company, supporting or changing moods, and building community. Much radio content from the 1920s to the 1970s supported these core functions of radio, but by the 1980s, programmers seemed to forget why people were listening.
Between 1980 and 2000, much radio content bogged down in a stale formula. Driven by myopic research that shoehorned audiences into narrow demographic groups and by corporate consultants who imposed cookie-cutter formats that were supposed to increase ratings, radio began to sound the same all over the country. Conglomerates began to purchase multiple stations and program them in the same way. The number of commercials increased—in some cases to more than 20 minutes per hour. The strategy increased revenue, which doubled between 1990 and 2000.3
But programming suffered. The number of available formats shrank. Niche content such as jazz, classical, and folk all but disappeared, while more popular formats—country and talk—proliferated. Many stations played only 30 songs; the top 10 songs on playlists were heard very frequently, and some stations played fewer than 20 songs.4 If a market had five “soft rock” stations, chances were pretty good that they had nearly identical playlists. At the same time, local news coverage decreased or was dropped completely. The Project for Excellence in Journalism reported that the number of full-time employees in radio newsrooms dropped 44 percent between 1994 and 2000. On the technology front, many stations limited their use of stereo and lowered the rich bass in songs to increase the reach of their signals. From a listener’s perspective, the audio experience declined.
Page 286 → In small and medium-size markets, many stations were programmed from elsewhere, and the local flavor of DJ chatter was reduced. This change also affected emergency broadcast services and local radio stations’ role as a pipeline to the public in case of disasters. In one notable case, a train derailment in Minot, North Dakota, spilled a large cargo of highly toxic anhydrous ammonia fertilizer. When the police called the local radio station to get help in broadcasting a warning to the public, no one answered, since the station was automated and merely carried a feed from another city.5
Innovation also suffered. DJs and station programmers had less freedom to try new songs and new styles of programming. Some sources of innovation outside mainstream commercial radio were stymied. For example, the National Association of Broadcasters fought the expansion of low-power radio stations, arguing that they would cause interference. Low-power radio stations, often run by local colleges, community groups, and other amateurs, are an important source of experimentation. Innovation did not come to a halt, however; many public radio and full- power college stations, along with some commercial stations, tried new forms of programming, but commercial radio in general was stuck in a creativity rut.
By 2001, commercial AM and FM radio remained a mass medium with a very large audience. Radio listening shifted more to cars (70 percent of all listening), and the average listener tuned in to 3.2 stations. Fewer people woke up to radio. Instead, many turned on morning TV shows. The mainstream radio audience was aging, many young people got their music from CDs and later MP-3 players rather than from radio, and the Web was beginning to compete with radio for people’s time. The local DJ became less important than in earlier periods, but national radio personalities such as Howard Stern (a shock jock known for outrageous and off-color comments), Rush Limbaugh (a conservative commentator), and Dr. Laura (a psychologist with a call-in program) had very large audiences. National Public Radio also enjoyed a large and loyal following. Overall, however, the enthusiasm for radio that was present in earlier decades diminished, a change reflected in many ways, including the paucity of magazines or newspaper columns about radio. What was there to say? This environment opened the door for satellite radio.
Enter Satellite RadioSatellite radio did not have an auspicious beginning. XM planned to roll out its service on September 15, 2001. In the preceding months, they had prepared an advertising campaign featuring the theme of objects falling from the sky. After 9/11, however, XM postponed its launch and reworked the campaign to elimi-
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nate any visuals that might evoke memories of the terrorist attacks and rolled out nationally in November 2001. Sirius followed in July 2002.
Numerous questions remained. Would the technology work? What types of content would compete successfully with existing radio stations? Were enough people willing to pay a monthly subscription for radio? Was there a group of early adopters who would buy the first generation of expensive ($300–$500) satellite radios?
Our review of early forums about satellite radio and contemporary industry reports suggests that one key group of early adopters was long-distance truck drivers. Truckers driving 18-wheel rigs from Florida to California pass through many stretches with no radio or a few distant stations. Satellite radio helped them deal with boredom and stay in touch with the world. XM appealed to this group directly with a truckers’ channel. Other groups of early adopters included people living in rural areas, those with long commutes, and new technology enthusiasts.6 Early adopters were also strongly male. Comments about why they adopted XM and responses to a survey indicated that many were strongly dissatisfied with regular radio, especially the number of commercials, and liked the variety of content on satellite radio.7
Satellite radio provides an example of how markets for new media often change over time. Early and later adopters can differ markedly. Table 9.1 outlines expected changes between early and later adopters of satellite radio.8
Attracting and Keeping UsersBoth XM and Sirius lined up sets of car manufacturers, rental car companies, radio manufacturers, and electronics stores to ensure that the public would have access to satellite radio. During the first few years of satellite radio, people could get the service either as part of the original equipment on their car (OEM)
Page 288 → or as an aftermarket addition. The difference was crucial. An OEM radio (which includes AM and FM as well as the satellite chipset) is installed at the factory when the car is being assembled. From a user’s perspective, it comes with the car, usually with a free trial. The buyer must then decide whether to subscribe after the trial period. In the first few years, more than 70 percent of car buyers chose to subscribe after the trial period ended, with that figure declining to 50–55 percent over the next few years as radios were built into many more cars.9 Aftermarket radios, obtained from electronics stores or directly from Sirius or XM, can be new radios that replace existing car radios or adaptor units that play through an existing car or home radio. (Stand-alone and mobile radios later became available.) Aftermarket radios represent a much bigger hurdle, since end users must consciously decide to purchase and install the radio before experiencing the service.
As long as three years can pass between the time a manufacturer agrees to make an item an OEM feature and the time cars with that feature start to roll off the assembly line. XM, with General Motors as a key investor and partner, achieved OEM factory installation status in many more car models than Sirius during the first few years, a situation that played a crucial role in gaining XM a larger subscriber base. For the first five years of the service’s existence, most satellite radios were aftermarket, not OEM, though the percentage of OEM radios increased each year and dominated by year six.
Early marketing of satellite radio emphasized its variety of music formats, depth of playlists, and relative absence of commercials. Sirius had no commercials on any of its music channels; XM started with commercials on a few music channels but soon eliminated them. News and talk channels had far fewer commercials than did commercial radio. XM initially priced its service at $9.99 per month, while Sirius charged $12.95; XM later matched Sirius’s price. Both offered discounts for yearly subscriptions and family plans for users who purchased multiple radios. Marketing campaigns for satellite radio carefully avoided wording that might evoke expectations that radio should be free. XM called its services channels rather than stations and emphasized that it offered digital, satellite, and near-CD quality service—all words for things that consumers pay for. Sirius initially called its services streams but later adopted XM’s terminology.
The early growth rate for satellite radio was strong (figure 9.1). The pattern compares favorably with the growth of mass media such as radio, television, and CDs during their early years in the marketplace.
Early adopters of satellite radio liked the services. Both companies reported high user satisfaction and low churn rates—percentage of subscribers who dropped the service—compared to churn rates for mature services such as mobile phones and cable television.10 Word of mouth was also reported to be posi-
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tive. XM claimed that its early subscribers discussed the service with an average of five friends. As discussed in chapter 2, positive word of mouth is important for the successful adoption of new media but is more influential in later stages of the adoption cycle, when the base of users is larger: 100,000 subscribers spreading positive word of mouth does not have the same impact as 10 million subscribers talking favorably about the service. Early in the adoption cycle, advertising and marketing campaigns carry more of the burden.
The User InterfaceSatellite radio’s user interface includes the buttons people press to select or change content, the size of the display screen, how content is displayed on the screen, the menus of options, and the general process of navigating through choices. Before satellite radio, the user interface for radios had changed little over the preceding 40 years. Every decade or so, a new feature was introduced (e.g., scan), but most of the changes users experienced involved the size and location of buttons or color of the radio, not functionality. Satellite radio introduced a broad range of new features that required significant changes in the user interface. These changes would make the service more attractive only if the user interface made the new features easy to find and display or play—for example, the name of the song and artist currently playing or direct entry of the channel number from a keypad.
The first generation of satellite radios had relatively few design changes to accommodate new features and received mixed reviews.11 The radios were designed by the same major manufacturers that had controlled the industry for 40 years. Whether they were rushed to bring the radios to market and lacked the time to redesign the user interface for satellite radio or had no interest in the
Page 290 → fledgling service is not clear. However, the radios looked very much like typical AM/FM radios, with small displays that could not show all the information being sent about the song playing. Users had to press two buttons simultaneously to access some features, and engineering-speak leaked into some displays—for example, “Loading DSRP.”
XM responded quickly by creating a team of engineers, software designers, and project managers in Florida and Washington, D.C., to create the second generation of radios from the ground up.12 Team members also worked with outside designers and hardware manufacturers, overseeing the entire process. To maintain a good working relationship with the major radio manufacturers, XM kept its role quiet and simply turned the radios and software components over to traditional distributors, who brought the products to market. The second generation of radios was available in less than a year and received very positive reviews.13 The initial problem turned into a very important learning experience. XM learned that new features have little value unless the end user can experience them transparently—the hardware should not get in the way. The company also learned to keep a finger on the pulse of all the elements that would ultimately affect its destiny, including hardware. And they realized that satellite radio is an open platform to which they could add many new features and services over time, which they did.
Programming and FeaturesThe launch of satellite radio opened a window of opportunity for innovation. Because the service was new, users had not yet formed expectations about what content would be provided or how it would be presented. Many people subscribed to satellite radio because they were tired of commercial radio and wanted an alternative. There was a great deal of talent available from commercial radio that was unhappy with the status quo and eager to try new things. On-air talent was also available at relatively low cost since the satellite radio service providers could negotiate from the position of a start-up with few subscribers and low revenue.
Satellite radio had the advantage of controlling all of its channels. Competition existed with AM/FM and with the other satellite service provider (for the first six months XM was the sole satellite radio service), but within each provider’s lineup of 100 channels, there was in effect no competition. The companies only cared that subscribers found enough benefit in the channels they used to continue subscribing. XM and Sirius thus had freedom to program across channels, to target channels at niche groups, and even to cross-promote among channels.
Page 291 → As first to market, XM had a significant impact on programming content and philosophy. The principal person who guided programming for XM was Lee Abrams, a veteran of the FM revolution in the 1970s. Abrams saw XM as reinventing radio, as FM had done during the 1970s. In the early 2000s, reinventing radio involved a breadth and depth of content, much use of stereo, a new style of DJ, and taking advantage of satellite radio’s freedom from content regulation.
Because XM and Sirius offered so many channels, a wide diversity of content could be accommodated. Satellite radio’s national footprint aggregated listeners, meaning that formats such as jazz or classical music that could not attract a sufficient audience for a commercial station in one market became viable. And even if national listenership remained low, microniche music formats could be justified if enough people listened occasionally and felt that the channel added benefit to their subscription. Depth of content involved much longer play lists within a music format. Each satellite radio service provider had more than one million songs in its database. If there were five country channels on the satellite radio service, instead of each one playing the same 20 songs to compete for the largest share of country listeners, the five could divide the field into classic country, southern country, modern country, and so on, and provide greater depth in playlists for each niche format.
Stereo provides an important advantage for satellite radio. Many AM stations have stereo capability, but very few radio receivers are equipped to receive it. With FM, many stations minimize their use of stereo to maximize the reach of their signal. With satellite radio, all receivers have stereo, and using it does not affect signal reach. Stereo is also very effective in cars because the speakers are separated and the listener(s) are seated where they can hear the separate signals, unlike many home environments.
As a digital service, satellite radio can transmit audio, data, and even video. The data component of the signal can provide a wide range of information services as long as the radio software and hardware are designed to accept and display them. With sufficient memory, information and even songs can be saved in the radios. The earliest satellite radios provided information such as the name of the artist and song playing. Over time, many other features were added; users could search by categories of content, save information about a song, learn when a favorite song is playing on a different channel, and display customized sports scores or stock quotes.
The use and style of DJs were very controversial in the early days of satellite radio. As its name implied, CD Radio (later to become Sirius) did not believe in DJs at first. This was supported by some user research which indicated that there was broad dissatisfaction with DJs in radio. However, a larger body of re-
Page 292 → search showed that DJs play a very important role in meeting radio’s core functions, and Sirius later changed its programming philosophy to include some DJs.14 XM used DJs from the beginning but sought a different style of DJ. Most took up less on-air time than traditional DJs, and many were experts in the format they played and not simply on-air personalities. For example, a reggae channel was hosted by a leading writer about reggae music.15
Satellite radio is free from the content regulations that govern over-the-air stations because providers paid for the spectrum they use and the service is private—only those who pay a subscription and own a satellite radio can receive it. The program lineups of XM and Sirius contain comedy channels with off-color jokes and radio personalities who use off-color language and discuss topics that would not be permitted under FCC content rules. This appeals to many subscribers but could offend others, so XM and Sirius allow users to block channels.
ContentThe channel lineups for XM and Sirius started out fairly different but over time became very similar as each imitated what succeeded on the other. However, each struck some exclusive deals with sports groups such as the National Football League and Major League Baseball and major personalities such as Oprah Winfrey and Martha Stewart. Each had core content in the areas of comedy, decades (e.g., music from the 1970s), news, and talk as well as a few niche areas such as radio drama, audio books, and unsigned bands.
Channels have names as well as numbers to communicate a brand image. Whereas AM and FM stations are known by their call letters and frequencies (e.g., WFAS, 103.9), satellite radio channels have numbers and names, for example, Channel 50, Frank’s Place. Most satellite radios can accommodate 30 or so preset channels to accommodate multiple users or people who want to group presets such as 1–10 for music channels, 10–20 for news channels, and so on. Channel numbers are grouped by format—for example, all the news channels might be in the 120s. Not all numbers are assigned, so that additional channels can be added to each group over time.
Some of the channels on satellite radio borrow types of content that were popular on commercial radio decades ago. For example, comedy was very popular on radio during the 1920s, 1930s, and 1940s; it found a resurgence of interest on satellite radio in the 2000s. Radio dramas were very popular in the second quarter of the twentieth century but were pushed aside by television drama.16 Satellite radio has offered such programming a new home, replaying some shows from the 1930s and 1940s and adding others, but it is a much smaller niche than the one for comedy.
Page 293 → Satellite radio also brought back more radio programs and specials. In response to competition from television programs in the 1950s, most radio stations developed single-format content and reduced the number of specific programs, although programs remained part of the radio landscape, especially talk shows hosted by Rush Limbaugh, Dr. Laura, and Bill O’Reilly, among others. However, many stations fill most of their day with anonymous or automated DJs and provide no sense of a beginning or end for content segments. Satellite radio offers a mixture of programs and single-format channels with no program segments. However, many DJs and artists (among them Bob Dylan, Eminem, and Tom Petty) host programs.
Many satellite radio channels have content that is targeted to specific groups—e.g., women, truckers, Hispanics, people who were teenagers in the 1960s, gays, evangelical Christians, baseball fans, liberals, and conservatives. Well-known brands from broadcasting and cable are also represented. Channels are programmed by Disney, CNN, MSNBC, Fox News, ESPN, and the Weather Channel, among others. Some of these channels have original content created for satellite radio, while others carry the audio feed from a television channel, for example, the audio feed from CNBC’s cable channel. Why would anyone want to listen to the audio component of a cable channel? The concept was borrowed from CBS radio, which for many years has carried the audio portion of the TV program 60 Minutes. Fans of the program who happen to be in their cars when the show airs can listen, as can people who started watching the show at home and then have to run out somewhere. A similar logic holds for CNBC and people who want to follow business news while in their car.
The decades channels, devoted to content from the 1940s, 1950s, 1960s, 1970, 1980s, and 1990s, are important examples of how satellite radio competes with local radio stations. The decades channels offer multiple ways to build a community of people who identify with a particular period. The DJs on XM’s 1960s channel, for example, are named and have strong personalities. They invite call-in requests for songs from the decade, engage callers with small talk about their lives, and promote small competitions such as which state will have the most callers on a particular morning. Each day, they focus on a specific subperiod—e.g., the week of October 10, 1965—and tell listeners about that week’s news and television programming. They play vintage commercials and encourage listeners to join fan clubs. Listeners who call in often mention other callers, express loyalty to the program, and treat the DJs like friends. It is a community.
Satellite radio played another card in its battle with local radio stations and the National Association of Broadcasters by creating a national emergency channel, which is turned over to the Federal Emergency Management Agency or state emergency agencies to transmit information about hurricanes, forest
Page 294 → fires, or other disasters. Local radio stations have long claimed a special status as a provider of emergency information in local areas, although, as discussed earlier, in at least one case they were not there when needed. Furthermore, local radio stations are reluctant to forgo revenue by turning over the entire station for long periods of time for less-than-major emergencies. Satellite radio services can provide an emergency channel continuously and even create additional channels if needed.
Star PowerEverything changed for satellite radio in the winter of 2003. At this point, Sirius had fewer than half as many subscribers as did XM. Both had relatively low programming budgets, relying on new styles of programming and greater variety rather than major stars to compete with commercial radio and each other.
That December, however, Sirius announced a $220 million deal to acquire the exclusive rights to carry all National Football League games for 7 years. Agreements with the National Basketball Association and the National Hockey League followed. Sirius had enacted a strategy of appealing to male listeners by strongly associating its brand with sports. Wall Street responded favorably, driving up the price of Sirius’s stock. XM responded with an 11-year, $650 million deal with Major League Baseball and by concluding agreements to carry Big Ten football and basketball games.
The quest for star power did not end with sports. Sirius signed shock jock Howard Stern and lifestyles expert Martha Stewart; XM inked Oprah Winfrey and shock jocks Opie and Anthony. Each service also had many well known brands, among them CNN, Fox News, and National Public Radio, along with the personalities carried on those channels.
Several issues go along with star power, including the impact on the programming budget, the ability of stars to draw new subscribers, the retention of current subscribers, and the potential loss of subscribers who may be offended by some stars. Fundamentally, what are stars worth? Between 2003 and 2005, the programming budgets for both Sirius and XM more than tripled. And full impact of all of the major deals had yet to be felt. New deals for major stars put pressure on satellite radio service providers when the time came to conclude new contracts with existing content providers: If Stern was worth $100 million per year, what was ESPN now worth? Major new deals can also ignite bidding wars for existing attractions. XM reportedly paid $15 million for the rights to carry the popular NASCAR races from 2001 to 2006; when that contract came up for renewal, Sirius paid a reported $107 million for the next five years of NASCAR races.17
Page 295 → Some stars are a plus for the satellite radio service; others are both a plus and a minus. Winfrey and the NFL presumably would attract subscribers but not offend anyone. Opie and Anthony and Stern, however, are attractive to many but offend others. Might some people be so attracted that they would sign up for satellite radio? Might others be so offended that they would cancel their subscriptions? If a star is a mild positive, but not sufficient to motivate a subscription, what combination(s) of stars would provide sufficient motivation to gain subscribers?
What Is Howard Stern Worth?All of these questions came together in the case of Howard Stern. How many of his commercial radio listeners (approximately 20 million overall, including 8–10 million loyal fans) could he bring over to Sirius? How many subscribers might depart because they found him offensive? How much value did he add to the brand as the home of major talent (Stern plus all the other stars Sirius recruited) and as a controversial figure who would attract free media coverage?
XM reportedly bid against Sirius for Stern but dropped out at a figure much lower than $100 million.18 Could the two providers possibly calculate a value for Stern? Some industry analysts offered back-of-the-envelope calculations: if Stern brought in 2 million listeners at $13 per month, he would more than cover the $100 million price tag.19 More optimistically, others calculated, if Stern brought only one-third of his loyal fan base over to Sirius, he would be worth $468 million per year (1/3 × 9 million loyal fans × $156 per year in fees per subscriber), so the $100 million deal was a bargain.
Another rough-and-ready way of looking at his potential value would have been to turn the problem inside out. At the time the contract was signed, Sirius’s subscriber acquisition cost (the average cost, mostly for marketing, that a company incurs to obtain each new subscriber) was approximately one year’s subscriber fees—i.e., $156. Using this, one could have estimated how many customers (net) Howard Stern would have had to add to cover the cost of his contract. Given the size of his loyal fan base, the question would then have been whether it was likely that the number of fans he would bring to Sirius would exceed the break-even number by a margin sufficient to compensate for all the limitations of the analysis.
Either of these rough calculations might have been rather misleading. Table 9.2 indicates some obvious factors that the former does not take into account; it illustrates the complexity of the problem. If incorporated in the analysis, some of the omitted factors might have had a significant impact on
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Page 297 → Stern’s valuation. In particular, neither approach considers the two indirect effects—the probable inflationary effect on other contracts and the value of Stern in terms of brand building and free publicity—which are particularly problematic. In one sense, the point is moot: Sirius paid what it did, probably on the basis of pure negotiations rather than a systematic analysis. However, since the company’s decision had such a significant impact on the future of satellite radio, it is worth considering some of the factors the analysts likely left out.
The problem of placing a financial value on Howard Stern was even harder than that of placing a value on a high-priced player for whom a sports team might want to bid or on a movie star whom a producer might consider for a role. In the latter instances, figures for other recent deals might provide some guidance; in Stern’s case, no such comparisons were possible. Examples from commercial radio, where there are no subscription fees and revenue is based on advertising alone, do not apply.
Satellite Radio Becomes a Mass MediumBy the mid-2000s, satellite radio had established its place in the radio marketplace. If it had not defeated the Goliath AM/FM radio industry, it had clearly won respect. Satellite radio was a success in terms of subscribers—more than 12 million—and could claim the status of a mass medium. But neither XM nor Sirius was profitable, and both faced many challenges. The two rivals engaged in fierce competition and struggled to find successful business models; AM and FM had started to fight back; and new competitors such as Web radio and podcasts were on the scene. It was not a time to rest, but innovation was inevitably more difficult for the two established companies compared to five years earlier, when they were new media start-ups.
New Media and Mass MediaNew media companies have many advantages, along with some disadvantages relative to established media companies. They are generally small and nimble, easing the process of changing course and innovating. The financial community does not scrutinize their every move. They can often negotiate with content providers from a position of relative poverty, and they are not locked into traditional ways of doing things, as are many established media companies. Mass media status reduces some of these advantages.
As satellite radio grew, the economic pressures of mass media entertainment increased. Most significantly, satellite radio adopted the star system, paying high salaries for well-known personalities and brands. Subscribers to
Page 298 → satellite radio had seemed very happy with the services before the addition of the star power; financial markets, not users, had driven the change. Sirius was first to adopt the star strategy but XM joined them very quickly. It is interesting to speculate whether this was inevitable. What if, in 2003–4, Sirius had been closer to its rival in subscribers and revenue? Would the company have been less tempted to sign the National Football League and Stern, or would they have demanded more modest contracts? Could XM have held its ground with appealing content but fewer well-known brands and personalities? Perhaps not. All other mass media have adopted the star system. But the change added to the challenges the two satellite radio providers faced in finding a successful business model.
Business Strategy: Finding Future SubscribersAM radio needed several years to find its business model. The appropriate combination of entertainment, news, talk, and commercials that was to become the business model was not obvious in the early 1920s. Satellite radio began with a clearer picture. It would adopt a modified version of the cable TV model: most revenue would come from subscribers to the basic service, with modest additional revenue from premium channels and advertising. As programming costs increased, new sources of revenue were needed. There were many possibilities, such as more premium channels, s-commerce (sale of goods and music over satellite radio), international distribution (both Sirius and XM launched services in Canada during 2005), Web distribution, and video services to cars, among others. But which services were viable? Should satellite radio expend its marketing resources on these opportunities or concentrate on growing its core base of subscribers? There was still a very large pool of potential subscribers in cars and homes. Furthermore, some groups—e.g., women—were not yet represented at expected levels.20 This scarcity of women may have been linked to the greater sale of aftermarket radios (installed to replace existing car radios or as adapters to play through them) in the first few years of growth compared to satellite radios already built into new cars, which came to dominate in the late 2000s.
A direct parallel exists to the early days of AM radio, when many end users built their radios from kits.21 At that time, male listeners outnumbered females. Women were interested in radio programs, not in building radios. When radio sets became readily and cheaply available, the technology barrier was reduced, and women quickly adopted radio.22 It was reasonable to expect a similar pattern for satellite radio once it was easy to acquire a set built into cars, eliminating installation and the messy wires associated with aftermarket radios. There were other core questions such as the demand for satellite radios in homes and
Page 299 → mobile settings. Approximately 70 percent of listening to AM and FM radio takes place in cars. Would the percentage shift for satellite radio? Did people want to listen to satellite radio while jogging? Did they want radios that could be easily moved from a car to a home or office? At a fundamental level, assuming that there was at least some interest in all of these options, where should limited marketing resources be assigned?
Competition for Radio Listeners Heats UpThe death knell for AM and FM radio has been sounded many times, only to be wrong in each instance.23 Commercial radio did not sit idly by as satellite radio scooped up subscribers. AM and FM responded to the challenge by experimenting with new formats, targeting ethnic groups, reducing the number of commercial minutes per hour, and implementing a new version of digital radio. One of the new formats, known as Jack, provided an eclectic mix of music rather than single formats such as soft rock or country. It was intended to make radio more unpredictable and create a feeling of spontaneity. In many cases, however, it used voice-overs that simply promoted the station and did not talk about the music as a DJ would. The effort to target ethnic groups, particularly Hispanics, bore fruit, as the number of Hispanic listeners to commercial radio more than doubled between 1995 and 2005. To recoup revenue lost by reducing the number of commercials played, some broadcasters increased the price of advertising.24
Commercial radio also launched a major HD radio initiative during this period. HD radio is a form of local digital broadcasting that was tested in the early 1990s but was not implemented for more than a decade as a consequence of debates about standards and the perception by many in the industry that it was not needed.25 HD radio allows both AM and FM stations to broadcast one or more additional signals of high-quality audio; HD FM has moderately better quality than HD AM. HD radio transmissions were widely implemented by the mid-2000s, but user adoption of new HD radios was slow because of their high cost and because of a weak understanding of what HD provides. HD radio faces the same hurdles satellite radio encountered when it was first introduced. It needs to find early adopters who will buy expensive radios to pick up relatively unknown services. HD must convince radio listeners that it provides a valuable user experience.
Many other competitors to satellite radio have emerged, including Web radio, podcasts, MP-3 radio, and mobile phone radio, among others. The Web is the most significant, since most commercial and public radio stations have an online presence. International radio stations, amateur radio stations, and podcasts are also available on the Web. Podcasts include individuals giving their opinions on a wide range of subjects; audio files created by other media
Page 300 → Digital Radio in Europe
Europe has paralleled North America in the development of multiple forms of digital radio, leading in some areas and trailing in others. SKY Digital was the first to offer a satellite radio service in Europe in the late 1990s. WorldSpace, which launched the first satellite radio services in Asia and Africa, offers a satellite radio service for Africa and the Middle East that reaches parts of Europe. It offers many ethnic music channels—for example in Hindi, Tamil, and Arabic—and a dozen news channels, including five from the BBC.
Europe has two forms of terrestrial digital radio, digital radio mondiale (DRM) and digital audio broadcasting (DAB). DRM, first offered in 2003, is a digital shortwave service that creates extra space within the AM shortwave band for digital channels and modestly improves the audio signal. DAB was first tested in the United Kingdom in 1990; by 1995, a service was operating in London. DAB resembles HD radio in the United States, creating extra space for digital channels within the FM band and providing near-CD quality audio. DAB operates in the United Kingdom, Germany, Belgium, Spain, and Denmark, among other European countries. DAB, like satellite radio, supports many forms of data content, such as displaying the name of the artist and song title; some DAB radios can store programming and let users rewind and replay songs.
Digital radio services are also distributed on the Web as well as on some satellite and cable TV services. Germany and the United Kingdom have taken the lead in developing digital radio networks and services. The BBC in particular has been very active in creating new channels that are carried on multiple digital platforms. It is the largest digital audio content provider and has focused on reaching groups that have not been traditional BBC listeners, such as ethnic minorities and young people.

organizations, such as newspapers; and syndicated radio programs, such as Rush Limbaugh’s talk show. Web radio and podcasts are viable because people spend so much time at the computer and many PCs are now equipped with good speakers. These services often provide background listening while people perform other tasks on the computer, much as traditional radio provides background listening for other tasks. In some cases, Web radio includes music videos or innovations such as sneak peeks at new songs.
MP-3 radio includes audio services such as Real Networks that create radio programming and allow users to download it to their MP-3 player for listening inside or outside the home. Other new radio services for cars and other mobile environments include WiMax services, which allow Web radio to be picked up in cars, and cellular networks that transmit radio programming to mobile phones anywhere in their coverage areas.
Page 301 → All of these radio services and many nonradio services such as mobile video are competing with satellite radio for people’s time. Satellite radio’s advantages are its wide coverage area, low cost relative to many other services directed toward mobile settings, relative lack of advertising, and variety without requiring users to do a lot of work to find and obtain program content, as is the case with MP-3 players. Satellite radio’s disadvantages are its cost for equipment and monthly subscription, the need for a special receiver, and the end user’s relative lack of control over playlists. Another core differentiator is control versus spontaneity. MP-3 players and some other competitors to satellite radio provide more control over content. Satellite radio is a more spontaneous experience and provides more ways to foster a sense of belonging to a community.
The MergerIn January 2007, Sirius and XM proposed a merger of their two companies. After a protracted regulatory review by the FCC, the merger was approved in mid-2008. The new company, Sirius/XM, promised cost reductions through the sharing of facilities, cheaper programming from content providers (which no longer had two companies bidding for their services), and reductions in content duplication (e.g., one jazz channel could be shared by the two services). Some analysts remained skeptical that sufficient cost reductions could be realized.26
Satellite radio brings up again the question of what is meant by success or failure for new media. The medium overcame many hurdles and won over millions of users, who enjoy a radically different listening experience. But user acceptance is not sufficient for success as a business.
Page 302 →  Ten //The Integration of Mobile Phones into Everyday LifeCan you imagine a time when a mobile phone (aka cell phone in the United States, keitai in Japan, and handy in Germany) was a rarity? Most adult readers of this chapter will recall such a time and a subsequent period when mobile phones were used primarily by emergency workers and the business elite. Yet in a relatively short period, mobile phones have been adopted by the mass public and become an essential part of everyday life. Countries in Europe and Asia led the way to this widespread adoption.
This chapter traces the integration of mobile phones into everyday life between roughly 1990 to the late-2000s. It illustrates many of the principles discussed in chapters 1 and 2—for example, how earlier and later adopters of a technology often differ, how the ways a technology is used can change over time, how a decline in price can help spur mass adoption, and how difficult it is to predict the rate of adoption for a new medium as well as the features that will be added to it over time. We treat the core functions of mobile phones, how people use them, etiquette issues, changes in users’ perceptions of space and time, the impacts of mobile phones on commerce and on other technologies, nonvoice applications such as texting, and some of the striking ways mobile phones are used in developing countries. The mobile phone is a prime example of how technology can shape social behavior and how social behavior, in turn, can shape subsequent iterations of a particular technology.
We do not attempt to deal with the latest technological advances in mobile phones that have entered the marketplace but are too new for their implications to be fully grasped—4G networks, WiFi-enabled mobile phones, advanced video applications, and many others. We are concerned with the introduction and broad integration of mobile phones into users’ lives. Our emphasis, in line with the theme of this book, is the user experience, not regulation, broad societal effects, or technological advances, though we touch briefly on all of these areas to set the stage for developments in user experiences.
We draw on our research along with the rich literature on mobile phones, in particular, the work of Goggin, Katz, and Ling.1 We give slightly more emphasis to user experiences in the United States but cover applications and
Page 303 → uses in many other countries as well. Before tackling how mobile phones became embedded in everyday life and evolved from simple telephones to multi-application devices, it is useful to trace the history of mobile communication devices that set the stage for the mobile phone.
Mobile CommunicationOne fundamental characteristic of mobile phones is that users can make and receive phone calls anywhere, even in a moving car or train (provided they are located in a covered cell). However, many forms of mobile communication preceded the mobile phone and helped to create a demand for this form of communication. With apologies to fans of carrier pigeons and smoke signals, we will limit our treatment of early mobile communications to electronic technologies. The first notable technology that provided mobile communications was wireless telegraphy, developed by Guglielmo Marconi in the late 1890s. It used the radio spectrum to send telegraph signals over a distance. Many applications demonstrated the technology and gained publicity, such as sending messages across the Atlantic, but its most practical use was as a mobile application: ship-to-ship and ship-to-shore communications. When the Titanic struck an iceberg in 1912, a wireless telegraph operator on the ship transmitted a distress signal to other ships and to a Marconi operator, David Sarnoff, in the United States. For a while thereafter, wireless telegraphy captured the public’s imagination, much as the Web did in the early twenty-first century. It was celebrated in books and movies; people could now communicate without wires over long distances.
Portable telephones existed in the nineteenth century and were used by technicians installing or repairing lines. At the turn of the century, they were also used in the Boer War. In both cases, the phone had to be attached to an existing telephone line but could then be moved. In 1911, a primitive car phone was developed in Sweden; users had to stop their cars and hook the device to a line on a telephone pole.2 With a few such exceptions, most telephones were hard-wired to networks and could be moved only by technicians. During the 1970s, telephone jacks came into wide use, enabling people to move phones to any room that had a jack. In the 1980s, cordless or portable telephones were introduced to the general public and became very popular. Though they had a limited range (approximately 200 feet from the base station, which had to be attached to the wired telephone network), they helped to develop an appetite for telephone service that was not hard-wired to a wall. Similarly, speakerphones, telephone extension cords, hands-free headsets, 25-foot handset cords, and other accessories gave people greater freedom of movement than had previously been the case with traditional hard-wired telephones.
Page 304 → The first radio telephone is often attributed to the Detroit police department in the early 1920s, though this device provided only a one-way radio signal from a dispatcher to a police car; policemen then had to find regular telephones to call the dispatcher.3 In 1924, Bell Labs built an experimental two-way car radio that connected to the telephone network. It was not ready for commercial use but demonstrated that the service was possible. By the 1940s, cars in St. Louis and New York City had radio telephone service, but it was very primitive: the equipment weighed 80 pounds; it was half duplex (meaning that only one person could speak at a time); calls had to be connected by operators; and each system could accommodate only 12 simultaneous conversations. By the 1970s, most of the systems were full-duplex (both parties could talk at the same time) and had direct dialing, but capacity remained very limited and equipment remained very expensive and heavy. Nonetheless, the service had long waiting lists, another indicator of demand.
Europe had similar experiences. The Post Office in the United Kingdom, which operated its telephone service, experimented with the technology in the 1950s, offered limited services in the 1960s and 1970s, but hesitated to offer expanded service given the same limitations of high cost and low capacity. Sweden’s state-owned telephone company, Televerket, was more ambitious, developing a mobile telephone system by 1955 and attracting 20,000 customers by 1981.4
In 1969, Bell Labs developed a service for Amtrak’s New York–to-Washington Metroliner that foreshadowed true cellular telephony. Using existing frequencies and technology, the system had radio zones between which calls were passed as the train moved, as in cellular service. It was implemented as a pay phone onboard the train, with the technology transparent to end users.5
A few other types of mobile communications have taken the form of two-way radio rather than telephony. Two-way radio for cars began in the 1920s and was well developed by the 1930s for police cars, taxis, and emergency vehicles. Drivers could communicate in real time with dispatchers and others listening in on the same frequency. During World War II, the walkie-talkie (a portable two-way radio developed by the Canadian government) was used widely by the military. It had the major advantage that it could be carried directly into battle. After the war, two-way car radios as well as walkie-talkies (now used by the public as well as the military) became more common as the equipment became lighter, cheaper, and could transmit over greater distances.
Amateur radio, often called ham radio (the origin of the term is unclear), began with wireless telegraphy operators, many of them amateurs and teenagers. Their numbers grew into the tens of thousands, and they played a significant role in support of the military during World War I. Though most eventually migrated to voice communication, telegraphy remained an important part
Page 305 → of amateur radio for many decades, and until early in the twenty-first century, a certain level of proficiency was required to obtain a license. Ham radio has served a dual purpose, providing both public service (e.g., emergency communication during hurricanes) and recreation for its legions of users. Some of the frequencies assigned for its use allow people to communicate around the globe. Beginning in the 1960s, equipment was developed to make ham radio mobile, which led to the creation of a new term, mobiling. Ham radio remains a viable service for its core constituents and an important tool for emergency communications.
Citizens band (CB) radio is another form of mobile communication begun in the 1940s but not authorized by the U.S. Federal Communications Commission until 1958. It is a more freewheeling form of amateur radio that became popular initially with truckers, who used it to communicate with other truckers about congested roads, directions, and speed traps. Users originally were supposed to obtain licenses to operate CB radios, but many ignored this requirement, and it eventually was dropped. During the 1970s, CB radio became a fad not just in the United States but also in the United Kingdom, the Netherlands, and many other countries. In the United States, CB users grew from a few hundred thousand at the beginning of the decade to more than 10 million (estimates vary), only to return to a smaller user base of approximately 1 million by the early 1980s.6 Some observers attribute the rise in popularity to the 1973 energy crisis, when people wanted to find out which gas stations were open, but that is likely only one of several contributing factors. CB was popularized in dozens of movies, TV series, and songs. It also fostered a special code for communicating: users had nicknames (handles) and utilized shorthand terminology to improve efficiency in communicating—e.g., 10-4, meaning “understood,” a code borrowed from the police. Communication over CB was an open party line much like Web chat rooms. It also became a forum for much uncivil behavior, which may have contributed to its decline. It is not extinct, however, as truckers and some other groups still use it.
Pagers, also known as beepers, are a nonvoice form of mobile communication that helped set the stage for mobile phones. In its original form, the pager was a one-way radio broadcast to a device that someone wore or carried. The very first pagers did not even have displays but beeped, telling the person to call in and receive a message. Later they displayed the caller’s phone number and eventually messages. Users found clever ways to extend pagers’ capabilities. In Japan, some people used a number sequence to represent words: 0840, for example, meant “good morning.”7 The two-way pager, in which the receiving device could also be used to send a message back to the sender, evolved later. The first successful pagers for the general public were introduced in the 1970s. More than three million users existed worldwide in the early 1980s, a
Page 306 → number that topped 60 million by the mid-1990s. Pagers were popular initially with doctors and other professionals, then tradespeople such as plumbers, and later teenagers. They were also popular with gangs and drug dealers, which contributed much negative publicity.8 They competed as a cheaper alternative to mobile phones in the 1980s and 1990s. Over time, pager-style communication (i.e., short text messages) was built into mobile phones, and the use of pagers declined.
Another indicator of potential interest in mobile phones was the widespread adoption of other portable media. Newspapers, magazines, and books were, of course, highly portable throughout the nineteenth and twentieth centuries. Other media became portable as the constraint of relying on stationary terminals was relaxed—for example, by the introduction of car radios in the 1930s and the transistor radio in the 1950s. The Walkman (audiocassette and later CD) popularized mobile playback of music, and handheld video game players received widespread use beginning in the late 1970s.
People’s collective experiences with portable telephones, radio telephones, the many forms of two-way radio, and pagers had demonstrated a strong interest in mobile communication by the time mobile phones were introduced. It is remarkable, discussed in chapter 2, that some in the mainstream telecommunication industry overlooked the evidence right in front of them and failed to see the growth potential for mobile phones. This clearly was not a case of technology push: users’ behavior signaled the demand for mobile phones.
A Brief History of the Mobile PhoneThe concept of a mobile telephone system was invented by scientists at AT&T’s Bell Laboratories in 1947. In principle, it is a simple concept: clusters of cellular base stations are spread throughout a region. A caller uses a mobile phone to connect over a radio frequency with a base station and through it to the wired telephone network and thus with telephones connected to the wired network or with other mobile phones connected to other cellular base stations connected to the wired network. As the caller moves out of range of one cellular base station, the connection is passed along to an adjacent cellular station. The radio signals are limited in strength, which means that the frequency in use for a particular call in a particular cell can simultaneously be in use for other calls in other cells as long as they are not too nearby. This procedure makes highly efficient use of the radio spectrum. One of the major constraints of early radio telephone services was their very inefficient use of the spectrum: radio calls were transmitted over considerable distances on a single frequency, severely limiting the number of simultaneous calls.
Page 307 → Many technological, regulatory, and economic obstacles needed to be overcome before cellular telephone systems could be implemented, and this process took a few decades. In the United States, mobile phone systems were also delayed by the Federal Communications Commission’s slow action in granting spectrum for the service and disputes over standards.9 The first trial of a cellular telephone service, by AT&T, began in Chicago during 1978, and the first regular service was also offered in Chicago by Ameritech in 1983. The Japanese began a trial in 1979 in Tokyo, but service there developed slowly. The champions in mobile phone service development were Sweden, Finland, Denmark, and Norway, which developed a common standard—the Nordic Mobile Telephone system—and had services operational by 1981. Within a few years, other European countries followed, also developing a common standard, GSM (Global System for Mobile Communications or, in its original French, Groupe Spécial Mobile) that was widely adopted in Europe and elsewhere throughout the world, but not in the United States.
By the mid-1980s, approximately 600,000 people worldwide had mobile phones.10 Most early mobile phones were installed in cars. Although portable units existed, they were very heavy, expensive, and had limited battery life—as short as 20 minutes of calling time before needing to be recharged. They were appropriately called luggables.
Other inhibitors of the growth of mobile phone use in the United States included incompatible standards and the difficulty of building wide area coverage in such a spread-out country. The quality of service not only during the early years but also into the twenty-first century was not comparable to that of wired telephone service. Many customers complained and frequently changed service providers.11 Some people even dropped service for a while. However, these factors do not appear to have had significant influence on overall adoption, which was boosted by many factors.
First in Europe and later in the United States, early analog systems were converted to digital. Security had been a major problem of analog systems, with criminals finding it relatively easy to intercept mobile phone numbers and use them to make calls, often internationally. Digital networks made such abuses much more difficult.
Most telephone calls, even in the wired network, are short (half are less than one minute, and 70 percent are less than two minutes). As a result, mobile calls seemed less extravagant when per-minute prices were high. Many homes and offices had adopted answering machines, and mobile phones extended similar benefits, since calls could be received at any time in any place. In the 1980s and 1990s, many homes adopted multiple phone lines, some of which were used by only one person in a household. The mobile phone built on this appetite by offering personal phone service for each household member. Prepay plans,
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where a set number of minutes are purchased in advance and used as needed, were marketed and adopted in Europe much more than in the United States. These plans gave people a feeling of control over their mobile phone bills and extended service to people who lacked strong credit histories. Prepayment also appealed to people who needed only a small number of minutes per month and parents who wanted to restrict their children’s usage.
During the 1990s, mobile phones took off.12 Figure 10.1 shows the comparative growth of mobile and wired telephone subscriptions worldwide from 1990 to 2008. In 1990, the ratio of wired to mobile phones was 50:1. By 2000, that ratio had narrowed to 3:2, and six years later, the world had more mobile phones than wired lines. Adoption rates varied by country. In 2000, the per capita ­figures for mobile phone penetration were 60 percent in Sweden, 41 percent in the United Kingdom, and 29 percent in the United States.13 Though mobile growth in the United States trailed many European countries, it was still remarkable. Only 16 years passed from the point when mobile phones were widely available to the point when half of U.S. households had adopted them, one of the fastest growth rates for any communication technology introduced into the United States and more than four times the speed with which wired telephones entered U.S. households.
The adoption of mobile phones was driven by the wide availability of cellular services, price decreases for both mobile phones and service, and a reduction in the size of mobile phones that allowed people to carry them in their pockets. In the 1970s, U.S. mobile phones cost more than $3,000 and weighed a few pounds; in Europe, one early mobile phone, the Mobira Senator, cost $4,500 and weighed more than four pounds.14 By 1990, phones cost an average of $875
Page 309 → and weighed several ounces; a decade later, they cost less than $200 and weighed only a few ounces. The price of mobile service also decreased dramatically, from 56 cents per minute in the United States in 1995 to 14 cents per minute in 2001.15 The average monthly bill for mobile phone service declined steadily, reaching its nadir in the late 1990s. The rapidly growing market enabled providers to achieve economies of scale, which drove down costs and hence prices, which, in turn, helped expand the market further (illustrating the kind of positive feedback discussed in chapter 1). Bills subsequently began to increase slightly as telephone companies offered many pricing options and moved a number of customers into higher-priced tiers with the lure of extra features.
One notable change was the transition from mobiles installed in cars to handheld units, a development enabled by smaller, lighter mobile phones and longer battery life. Early use was overwhelmingly for voice calls, but nonvoice applications such as text messaging and later taking photographs began to grow once the networks were converted to digital. As the price of mobile phone service dropped, there were a number of changes in use. Mobile phone use was overwhelmingly by businesses when the price of service was high. As the price dropped, consumer use increased. Businesses did not lessen their use of mobile phones; rather, consumer use grew, accounting for a steadily increasing percentage of the total. Important initial adopters among early business users included emergency repair persons (such as utility company employees) and people who fixed appliances as well as corporate executives.
The value of mobile phones for certain types of workers during this period, when costs were high, was made clear in an interview one of the authors conducted with a refrigerator repairman in 1990. He explained that most of his referrals came from a listing in the yellow pages. Before he began using a mobile phone, he had used an office-based landline with an answering machine. Whenever he checked for messages, he heard mostly clicks—people had called and hung up without leaving messages. He surmised that they did not want to wait for him to return their calls and simply telephoned another repair service listed in the yellow pages. With a mobile phone, however, he could take those calls wherever he was and tell the caller when he would arrive to deal with the problem. Thus, the added business more than justified the mobile phone’s high cost.
Most early mobile phone users were men, who accounted for more than 90 percent of U.S. subscribers in 1989.16 Some observers have attributed this phenomenon more to occupational need (i.e., men dominated the emergency and field-services professions in which mobile phones’ value was first recognized) than to gender. Women adopted mobile phones later than men and for somewhat different reasons—most notably, security. By 1997, women accounted for more than half of users, with the surge helped by the drop in
Page 310 → prices. By 2000, overall consumer usage had more than doubled from 1993–97 levels; between 2000 and 2002, the average number of monthly minutes of use per subscriber nearly doubled again.17
During the 1990s, mobile phones were perceived as lifelines if people’s cars broke down or if they felt that they were in dangerous situations and needed to call for help. One woman we interviewed at the time told us of her elevator phobia. Her fear was not that the elevator would drop but that she might become stuck in it and not be able to call for help. With a mobile phone, she felt that she could reach help, and her elevator phobia faded away. By the late 1990s, many U.S. parents began to give mobile phones to their teenage children as a safety device and as a way to keep tabs on them (a use that had already become popular in Europe). With the start of the new century, safety and security remained important motivations for acquiring and keeping mobile phones, especially for older people, but those reasons stood out less amid the many other uses.
We now take for granted the idea that most people keep their mobile phones on at just about all times. In the United States, however, such was not the case for many users in the 1990s, largely because of an artifact of billing. American users of mobile phones pay for both sent and received calls, and when the price was high, many of them used the phones only to make calls, with some users acquiring pagers to receive messages. Many people hesitated to give out their mobile phone numbers even to friends. As prices dropped, more people used mobile phones to both make and receive calls. Keeping mobile phones turned off had an impact on the networking effect discussed in chapter 1. The value of a telephone network is related in part to the number of people it connects. Early in U.S. mobile phone usage, the positive impact of the network effect was limited, since people could not call someone whose phone was off most of the time. There were also reports that in some countries, relatively few people regularly took along their mobile phones when leaving the house, since carrying a phone had not yet become part of a routine, like carrying a wallet or keys, and people consequently forgot.18 Over time, the number of people who owned mobile phones, carried them outside homes and offices, and kept them on nearly all the time increased, thereby increasing the value of the network. For many, connectivity became almost an obsession.19
In Europe and many other countries where mobile phone users do not pay for incoming calls, the billing structure encouraged people to keep their mobile phones on and thereby increased the overall value of the network for users. Such practices encouraged usage, sped up the transmission of messages (which could be received at any time), and supported real-time information services that added value to the service (it is more valuable to receive information about a drop in stock price as soon as the event occurs rather than an hour later). The fact that European countries generally have higher population densities than
Page 311 → does the United States eased the process of building mobile phone networks, and prepaid mobile phone service encouraged adoption of mobile phones by those with lower incomes and teens whose parents could control the number of minutes used.20
While the caller-pays model adopted in most of the world has promoted a more rapid diffusion of mobile phones, it has come with a cost. When choosing mobile phone companies, consumers tend to focus on their personal charges and to pay little if any attention to what others will pay to call them. As a result, mobile phone operators in countries where the caller pays have imposed high termination charges (charges to the carriers of incoming calls), which are passed on to callers. These high costs reflect the monopoly power of the providers who “own” customers receiving calls for which they do not pay.
Mobile Phone BehaviorTo understand the many ways people have come to use mobile phones, it is helpful to list their core functions and attributes. The functions identified by James Katz and his colleagues include personal security; tighter coordination of schedules and more efficient time management; reducing the uncertainty associated with travel; preserving a family network over a distance as family members move to different parts of a country; managing parent-child relationships by staying in touch while physically separated; and freedom for those with medical problems.21 At a fundamental level, mobile phones allow people to handle more communications and to do so in an environment where they are not tied down by physical connections to a network.
Mobile phones help people feel in control of their lives no matter where they are, enhancing a sense of power. At the same time, they can be an instrument for others to control the mobile phone user—for example, bosses who can reach workers on weekends. Within work environments, some of the core functions of mobile phones include tracking and managing workers; speeding up commercial transactions, which can be conducted while on the road; coordinating schedules; and offering greater access to company-related information.22 We would add to this list socializing, spreading gossip, killing time, and being entertained.
A mobile phone is generally used by only one person, unlike landlines in homes, which are typically shared. (However, some applications of mobile phones are used by groups or to start conversations between two or more people who are together.) Similarly, a call to a mobile phone is a call to an individual rather than a location as with a landline. Mobile phones are personal devices, a status that leads to a number of behaviors and attitudes. Many people identify with their mobile phones as if they were jewelry or cars. Some people wear mo-
Page 312 → bile phones like articles of clothing, hanging them on belts or attaching them to jackets. Our research found that wearing a mobile phone was more common among men. (By our research, we mean a series of studies conducted by one of the authors in the United States from the early 1990s through the mid-2000s. These studies are complemented by other research.) Some women described wearing phones as more of a “guy thing” and for “techies.” However, the mobile phone as a fashion statement about the person is common among both men and women. The color, shape, and style (e.g., a phone with a touch screen) are important for many users. Others who have studied mobile phones as fashion items across many cultures report that important age differences exist, with teenagers more likely to treat mobile phones as fashion items.23
Many users personalize their mobile phones. In some countries—for example, Japan—users decorate their mobile phones with tassels or stickers as an expression of personality.24 Such decorations have not been common in Europe or the United States, though we have observed some of this behavior by teenagers and have interviewed people who said they did it as young teen­agers but grew out of the practice. In Europe and the United States, users more commonly customize their mobile phones in other ways—for example, by selecting ring tones, ring backs, or customized screen backgrounds such as personal photographs. Some people see mobile phones as purely functional and do not care about the look. For most, however, some form of personalization is important.
Many users place their phones (often, hooked up to battery chargers) next to their beds while they are asleep; some students have told us that they make and receive calls or text messages during the night. Longer-life batteries (and routines of recharging batteries every night) have enabled mobile phones to be on 24 hours a day. These attributes have contributed to a sense of accessibility—users feel that they and friends, family, or colleagues are available just about any time and anywhere. No other medium matches the mobile phone for accessibility. In addition, because people always have their mobile phones on hand, they are used for things that might otherwise require another technology, such as telling the time or keeping an appointment calendar. Accessibility is not always a positive attribute. When we asked users about the downside to having a mobile phone, the most common answer was that they could be reached anytime and callers expected them to answer or call back as soon as they were free.
Making and Receiving Mobile Phone CallsPeople use a number of ways to make calls: direct input of the phone number (dialing); direct input by keying or saying a person’s name (the phone recognizes the name from a contact list); calling from the contact list or call history; and speed dialing. The choice is based on the perceived quickness of each
Page 313 → method and habit. Perceived quickness varies by mobile phone. For example, with low-end phones, many people say that it is quicker to dial a number (if you know it) than use the contact list (too many steps to get to a name). However, advanced mobile phone users often find that using the contact list is quicker than inputting a number. Many use two or more methods—for example, speed dialing for close friends and family and the contact list for a wider circle of friends. Others use call history when calling someone back (perceived as faster) and direct input or the contact list when initiating a call. A side benefit of automated dialing is that users reach fewer wrong numbers.
People commonly screen incoming calls since most phones display the incoming caller’s phone number and often name. Further, some people purchase and assign distinctive ringtones to certain callers, to aid in quickly identifying the caller. The patterns of screening vary considerably but typically involve screening out people they want to avoid—perhaps people who might take up too much time and numbers that are likely telemarketers. The ability to see the number or name of the person calling has had an impact on the opening greetings in a phone call. A mobile phone user can skip the traditional “Hello” and greet the incoming caller by name (e.g., “What’s up, George?”) or immediately continue previous conversations (e.g., “So, did you get it?”) The prevalence of screening also raises some issues for callers. If a call goes unanswered and is transferred to the voice message system, is the person not available or screening? Some people do not care as long as the call is promptly returned.
When first introduced, voice message systems for mobile phones supplemented answering machines attached to landlines. Many people later came to rely solely on voice message systems for mobile phones and discarded their answering machines. This behavior has continued to evolve over time, and the use of voice message systems appears to have declined, but such practices vary by age. Many teens described voice messages as a service for older people, such as their parents. Younger people generally left few voice messages and checked voice mail infrequently or not at all. Simply calling (and thereby recording their names and numbers in the phone’s list of recent calls) was enough to generate a return call. Alternatively, some young people sent text messages asking the recipient to call back. Older users were more likely to leave voice messages but many described the process of doing so and subsequently of retrieving messages as a hassle because of the voice message system’s design, which involved too many options and too many steps and thus took up too much time.
Socializing and Spreading GossipWhen mobile phone service was expensive, usage was more deliberate—­people only called others because they had a specific message to convey. As
Page 314 → the price dropped, people began to call others just to keep in touch, often with no specific message. This change has helped mobile phones become a regular habit for millions of users. This pattern parallels the early and later uses of wired telephone lines. In the late nineteenth and early twentieth centuries, telephones were used primarily by businesses and by wealthy people to convey specific messages, but they later came into mass use to convey messages and for chatting or socializing.25
The practice of calling friends and family frequently and from many locations has made the mobile phone an important tool for maintaining social cohesion. People previously maintained groups through physical contact and telephone calls from fixed locations. The mobile phone has greatly expanded the ways small groups can stay together. The cohort most affected by this phenomenon is teenagers, who are by their nature more fixated on friends than are young children and adults.
Because they are always on and always present, mobile phones are an ideal medium for spreading gossip, as participants in our studies frequently recounted. After a store in her town burned down under suspicious circumstances, one teenager sent and received dozens of voice and text messages about the incident, and within a few hours, everyone in her circle of friends knew about it and was gossiping about how it might have happened.
Fake CallsOne interesting behavior of mobile phone users first identified by Katz is that many people, at least occasionally, pretend to be making mobile phone calls when they are not speaking to anyone.26 We have identified three situations where this behavior occurs. The first involves perceived danger: women out late at night who see someone coming toward them flip open their mobile phones and pretend to be talking to other people, hoping that the perception that someone could alert the police would deter a possible attack. The second example, mentioned more frequently, involves deflecting unwanted conversation: when people are not interested in getting involved with approaching acquaintances, they pull out mobile phones and pretend to be talking and therefore unable to chat with the person present. Similarly, when people want to get away from others—for example, an annoying person at a bar—they will pretend that they have an incoming call and walk away. A third example, mentioned by some people in large metropolitan areas, involves using the mobile phone to avoid aggressive panhandlers or people handing out leaflets on the street, who are more likely to leave passers-by alone if they appear to be engaged in a phone conversation.
Page 315 → Scheduling and CoordinationThe attributes of “always on” and “always with you” have enabled extensive coordination of activities in a way that was not possible in earlier times. For example, family members going to a mall can split up and coordinate when and where to meet at a later point via mobile phone instead of prearranging a rendezvous before knowing the optimum time and location. Many mobile users in our studies mentioned calling family members from the supermarket to ask about items to be purchased or calling friends to remind them about trivial matters. Some scholars have called this behavior micro-coordination.27
Mobile phone use has also evolved to include relaying information about the status of a person in transit to a meeting. In research we conducted in the late 1990s, people frequently used mobile phones to let others know if they were going to be late for business meetings or family events. Over time, some people began to call or text to indicate that they were going to be on time. This behavior further evolved to a point where many people now call or text not just to say that they are on time but where they are along the way to the meeting or event—for example, “I’m three miles away.” This process may involve multiple messages along the way.
A related change lies in how some people, especially younger people, schedule meetings or dates. Instead of one call to schedule a specific time and place to get together, a meeting may be negotiated over multiple phone calls or texts. Many teens have reported that if they want to meet up with someone over the weekend, they will first call and see if the person wants to get together. During subsequent phone calls or texts, they will negotiate what day to meet, where, and finally at what time, with the last details sometimes arranged only half an hour before the meeting. Some older people also follow this procedure in certain circumstances—for example, when a meeting time cannot be fixed because of uncertainties in other commitments.
Important age differences generally exist in this use of mobile phones. Older people indicated that if they were running late for a meeting, they would call ahead and indicate their arrival time but would still feel that they were late. When younger people say that they will arrive at 10:00 a.m., they mean around 10:00 a.m. If they then call at 9:30 and say they will arrive at 10:15 and arrive at that time, they do not feel that they are late since they changed the arrival time. This strategy keeps options open and builds flexibility into people’s lives. The mobile phone becomes a tool in organizing a schedule. But not everyone likes the change.
It is not clear whether these patterns of use will, in the long run, change cultural perceptions of scheduling and time. Some observers have suggested
Page 316 → that these developments may “soften” our sense of time.28Soften is a good term because it does not eliminate fixed time. Trains still run on a fixed schedule, and many meetings must start on time because a room is only available for a specific period. Nonetheless, scheduling has changed since the days when people were generally out of touch for long periods and had to rely on a watch and event calendar to coordinate meetings.
MultitaskingNearly everyone in our U.S.-based research reported that they occasionally or frequently multitask while on their mobile phones. The accompanying activities included eating, surfing the Web, reading, shopping, doing the dishes, watching TV, and walking, among others. Similarly, everyone of driving age reported using their phones while driving, and some even sent text messages while driving. There have been a number of reports of people texting while driving a car or operating a train, sometimes with fatal consequences. Laws about using a mobile phone while driving vary in different jurisdictions.
Multitasking while driving is not limited to people operating cars or trucks. We have observed many people using mobile phones while on motorcycles and bicycles. Driving when alone was described as free time to catch up with friends or return calls and as otherwise boring down time that people wanted to fill with some activity such as listening to the radio or making calls. Those with long commutes said they have developed routines about who and when they call. Some used hands-free mobile phones in these situations in the belief that doing so reduced the danger, but research suggests that the danger comes from distraction, not from holding the phone.29
More generally, during the large portions of the day when people are moving about—walking on the street, running errands, and shopping—they are available to do double duty with a mobile phone by communicating with others. And they do, sometimes to the chagrin of those they encounter.
EtiquetteAs with other new media, etiquette for mobile phones has taken much longer to evolve than has simple adoption and use. In the first decade of the twenty-first century, the unwritten rules of social interactions and etiquette for mobile phone use were still being worked out, as a question we have asked a large number of people illustrates: Would mobile phone use on airplanes be a good idea or a bad idea? Many respondents answered that it would be a good idea, since they could use their mobile phones someplace where that use is now restricted; others were appalled at the idea and viewed it as an intrusion on others’ right to be
Page 317 → undisturbed. When we asked people if they had ever been annoyed by someone making a mobile phone call, most cited numerous examples—individuals who spoke too loudly, conversations that went on too long, inappropriate places to make calls, and topics that they did not want to hear. Specific instances included mobile phone use in enclosed spaces such as trains, in public bathroom stalls, and while engaged with clerks in a store (thereby delaying everyone in line behind them) as well as discussions of very personal topics. People become so absorbed in the call that they do not realize that others are overhearing intimate details. Many people later reported, however, that they engaged in the same behaviors that they previously described as rude or unacceptable when done by others. The acceptability of mobile phone conversations in public places varies by country. According to Heidi Campbell, people in Japan are less tolerant of inappropriate mobile phone behavior in public locations than are people in Western countries.30
Help with mobile phone etiquette may come first from businesses—companies presumably can set rules about appropriate behavior at meetings. However, we have observed and many have reported that bad mobile phone behavior is just as prevalent in businesses as in the everyday social world. Some of the people we interviewed told us that their companies had formal rules about mobile phone use at meetings, while others said that unwritten social norms existed; both, however, were frequently violated. Colleagues would receive mobile phone calls during meetings: some would get up and take the call outside the room; some would get up and take the call in a corner of the room (where they could still be heard); and some would take the call at the table, speaking softly or cuffing their hands over their mouths but nevertheless audible. Most respondents characterized these behaviors as poor etiquette, with some wiggle room available depending on the type and level of meeting. Receiving calls was more acceptable if the person left the room. Teens have different views on etiquette issues. When asked where it would be poor etiquette to make or receive mobile phone calls, most had to think long and hard. One teen commented after several moments, “A funeral.”
Predictably, teens also reported making mobile phone calls during school by sneaking into the bathroom, a variation of the strategy students used 30 years ago to sneak a smoke. Schools have many rules about mobile phone use, and students devote much energy to figuring out how to break the rules. Our respondents indicated that school administrators have made some progress in restricting mobile phone calls (though some teachers have “mobile phone breaks” to keep students from developing nervous tics at the thought that they might be missing calls).
Ringtones have enjoyed considerable popularity and generated substantial revenue for mobile phone companies and music publishers. They make a
Page 318 → statement about the mobile phone owner’s personality and about the perceived personalities of callers. However, others perceive “fun” ringtones as more disruptive than simple rings. Over time, many users have switched their phones to vibrate or silent mode to make them less disruptive, and the use of ring tones has declined.
Mobile phone etiquette has many nuances. Many people believed that it was poor etiquette to make or receive calls at tables in restaurants; received calls were more acceptable if the person got up to take the call in the lobby area. Some restaurants have tried to encourage patrons to leave tables when making calls by providing mobile phone booths in their lobby areas. If a person is engaged in face-to-face conversation and he or she answers the phone, does it signify that the person present is less important than the caller? It depends. In our research, if the recipient of the call indicates that the caller is a high-status person (e.g., a boss or a spouse), no breach of etiquette is perceived. Similarly, receiving calls is acceptable if the topic is very important or if the call will be very short. However, in other circumstances, most people consider it a breach of etiquette. Over time, there have been many efforts to develop and enforce rules of etiquette for mobile phone use, such as signs in movie houses, announcements at the beginning of meetings, and designated quiet cars on railroads. The results have been mixed. Devices also exist that can block mobile phone calls within a few hundred feet by jamming transmissions. They are illegal in the United States but are used elsewhere in restaurants and theaters.
At parties, we have observed people taking mobile phone calls and moving away from the group with which they were engaged as a courtesy—but they then were invading the space of other groups. Presumably, it is less offensive to invade the space of strangers. It generally appears that the more someone is connected socially and emotionally to people in a space or to an event, the more the sending or receiving of a mobile phone call is disruptive. Thus, it is perceived as more rude to make a mobile call at church, while dining with a loved one, in a classroom, or in theater and less rude on a train, at a ballpark, on a beach, or walking on the street.
Use in Public SpacesSeveral issues are associated with mobile phone use in public spaces. One is noise: many public locations are very noisy. Most people simply accept noise and use their mobile phones anyway, even if parts of the conversation are lost or if they have to ask a person at the other end of the call to repeat something. Only if conditions are very noisy and the call is important do they try to find a quieter place. Most mobile phone microphones pick up sounds from all direc-
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We frequently observed people talking on their mobile phones or texting while walking. Some were fixated on their phones (especially when texting) and seemed unaware of their surroundings—for example, walking across a street against a red light or weaving on a sidwalk and bumping into others.
Though very few public spaces seem to be off-limits for using mobile phones, certain spaces are more popular than other for making calls—for example, any space where people are waiting. The public spaces where people are about to enter or leave dead zones for mobile calls are also prime areas for making calls—e.g., subway entrances/exits. Frequent fliers know that as soon as a plane lands, seemingly everyone onboard gets on their mobile phone. Mobile phones are used frequently at rock concerts, with patrons calling friends at home so they can listen, taking photos and sending them to friends; and using the light from mobile phones to create a sense of community and participation in the music, much as crowds used to wave lighters, lit matches, or candles.
Some people use mobile phones to create private spaces within public spaces—for example, train riders who turn their seating areas into their offices by making multiple calls throughout the train ride. It is as if they have created a bubble around them, separating their seat and themselves from all those around them. As noted in the discussion of etiquette, however, other people are not separated from the mobile phone conversations and often find them annoying if they are too loud, too long, or too personal.
LocationA broader set of issues associated with mobile phones and location involves mobile phone users’ desire to know the location of people they are calling or, generally, where friends are located at any given moment; mobile phone calls or texts to others who are at the same location and the ways in which mobile phones can transform space.
One of the most common remarks in mobile phone conversations, especially those of younger people, is “Where are you?” Such statements may constitute the beginning of conversations or the sole purpose of calls. One obvious difference between a call to a landline and a call to a mobile phone is that callers generally know where the landline is located but do not know where the mobile phone is, so asking is natural. Knowing the location can also tell the caller about limitations that may be placed on the call—a person answering in a restaurant may not want to talk at length or about certain topics. Knowledge about another person’s location also provides flexibility. For example, if
Page 320 → two people are planning to meet at a street fair, neither one has to stay at a fixed location; both can move about and simply compare locations when they are ready to get together. For teens, who seem to have a fixation on the location of friends, it is an opportunity. They want to know with whom they might be able to connect and what is happening at the various locations where their friends are hanging out.
A number of location-based services help mobile phone users locate others. Among other things, such services let subscribers automatically send text messages to friends as the subscriber approaches, see friends’ movements over the past few hours, and send text messages to request cabs with the subscriber’s location automatically appended. Location-based services, which were popularized in Korea and the United Kingdom but have since spread to many other countries, can also alert parents if their children stray from their normal routes.
It would be reasonable to infer that many location-related uses of mobile phones involve people at different locations, but many mobile phone users have told us that they call or send text messages to people at the same location, for several reasons. One is to find someone at a large gathering—for example, a football stadium. A person we interviewed said he called a friend at such an event who was a hundred feet away and waved his cap so that the friend could find him in the crowd. A young woman said that she often sends text messages to friends at different tables in a bar, commenting about the people around them.
A mobile phone can transform space in a few ways. It allows people to be present in two spaces—the physical space they occupy and the virtual space they occupy with the person on the call. This situation can create conflicts. Social behavior is governed by unwritten rules for the space we occupy.31 Different rules cover behavior in theaters, ballparks, bars, and supermarkets. Mobile phone users can occupy two spaces with conflicting behavioral rules, leading to inevitable breaches in etiquette for one of those spaces. Mobile phones also let people leave the physical space where they are located. The term absent presence has been used to describe the situation where people are physically present but so absorbed in mobile phone calls that for all practical purposes they are not there.32 Mobile phones can leak elements of a distant space into callers’ physical space when people in callers’ physical space overhear conversations that reveal elements of the space at the other end of the call or when callers talk to people in their physical space about what is going on at the other end.
Lee Humphreys has observed that two people can experience the same space very differently.33 For example, a person who has lived in a neighborhood for 20 years and another person who is passing through for the first time are likely to experience the same space in different ways. Similarly, a person walking through a space and surrounded by strangers (without talking on a mobile phone) may feel isolated, but a person walking through the same space while
Page 321 → talking on a mobile phone with friends is likely to feel less isolated. The definition of a space can change according to time of day (e.g., in a school, a large open space might serve as an auditorium in the morning, a lunchroom at noon, and a gym in the late afternoon), the group occupying the space, and the functions taking place. The mobile phone provides another dimension for changing the definition of a space, as when a seat on a train becomes an office. People also use mobile phones to create a verbal diary about the space they occupy, describing for others who are not present the details of their environment—for example, at a beach or in a department store.34
The Mobile Swiss Army KnifeWhen first introduced, the mobile phone was a device for making phone calls. During the 1990s, a few features were added, such as a contact list and clock. From the late 1990s through the early twenty-first century, however, a deluge of applications appeared (table 10.1). Moving people up to a new generation of services was made easier by the quick replacement cycle for mobile phones, which, in turn, has been fostered by a policy of subsidizing the costs of phones and putting those costs into subscription plans. In the United States, the average mobile phone is replaced every 14 months, providing numerous opportunities to place new applications in users’ hands. Since replacing a mobile phone is often accompanied by renewing or changing a mobile phone plan, it also provides an opportunity to sell services that have fees above the basic plan.
Many of these features also support a multitude of applications. For example, the Web browser can allow users to obtain maps, do electronic shop-
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Page 322 → ping, get news and weather information, and so on. Attitudes about the mobile phone as a Swiss army knife of telecommunications (and other) features and services vary considerably. Younger people generally are more open to the idea of mobile phones as multiple-application devices; older people are more likely to view them as phones, though many are open to some extra features. We have also encountered many older people and some younger ones who had a low awareness of the extra features on their mobile phones and weak skills in using the devices. Those who have committed to smart phones are more likely to view them as platforms for multiple applications rather than simply mobile phones with extra features. Such people also are more likely to have the skills necessary to use the advanced features or the curiosity to acquire those skills. The availability of features and their adoption rates vary considerably by country.
From a user perspective, some advanced features have important limitations. Many users are concerned about high fees for added features or hidden fees. Moreover, some mobile phone carriers have adopted a “walled garden” approach to content, restricting who may provide content over their network and justifying those restrictions with the argument—some would call it an excuse—that such a policy ensures that only high-quality content is allowed on the network (e.g., blocking pornography). However, many users with experience on the Web want no content restrictions. The user interface on some mobile phones is not well designed, making it hard to navigate through multiple layers of menus.
At the other end of the spectrum are owners of advanced and well-designed smart phones with thousands of applications (apps) available to them. They spend enormous amounts of time with their mobile phones, but making telephone calls is just one activity. They spend more time texting, surfing the Web, checking e-mail, playing games, and watching videos. The smart phone for many of them is a replacement for a laptop computer. These users identify so closely with their mobile phones that some ask for the phone to be buried with them, giving new meaning to the expression take it anywhere.
A broad range of text applications have been adopted, including contact lists, calendars, clocks/alarms, and call histories. These features are simple to use, work reasonably well on small screens, and place little demand on the mobile phone battery. One of the most intriguing applications that has become an everyday habit for millions of users is text messaging.
TextingThere are five ways to send and receive text messages using mobile phones, though only advanced smart phones can send and receive in all five of them:
Page 323 → SMS (short message service) or texting, which is limited to 160 characters per message; Web-based e-mail. which can be any length; Web-based IM (instant messaging) offered by companies such as AOL; proprietary IM offered by mobile service providers such as Blackberry (BBM); and proprietary e-mail within certain Web applications such as Facebook. We will concentrate on SMS, or texting, which has become an extraordinary phenomenon.
Texting began in the early 1990s in Europe.35 It was included in the GSM standard for Europe but was considered a minor component of mobile phone service—a way for carriers to communicate brief messages to business subscribers. No one expected it to become a significant service. As in the case of many new media, however, serendipity entered into the process (in the form of teenagers), and texting eventually surpassed the volume of voice calls in many countries.
Texting took off first in Nordic countries during the middle of the decade. By 2000, nearly one billion text messages were sent in Finland, a country of five million people.36 Japan was another early adopter of texting, launching a service in 1996. As in Europe, Japan’s young people widely adopted texting. Cost was a significant factor in countries adopting the service—text messages cost less than voice calls. The United States was slower to adopt texting. In the 1990s, compatibility problems arose for text messages among mobile phone carriers, and these problems continued well into the present century between some carriers in the United States and others overseas. Also, U.S. service providers offered less of a cost advantage for text messages over voice calls, and pagers had already become popular, meeting part of the demand for text messages.
Many constraints hindered the widespread adoption of text messaging. The length of messages was restricted, and it was difficult to enter messages with the limited number of keys on a typical mobile phone. Many people had difficulty learning “thumb typing” and found its regular use annoying. Older people had trouble reading messages on small mobile phone screens. And early incompatibility among carriers meant that users could send text messages only to people who subscribed to the same service provider. A code was also needed to enable information to be communicated in such a short format.
All of these constraints were overcome for the legion of users, led by teens, who adopted texting, a phenomenon that would have been very hard to predict when texting was first introduced. People learned to thumb type, a shorthand code emerged, preformatted messages and software that filled in partially typed words (called T9) aided in creating messages, and many users came to regard the brevity of the format as an asset. Even the network effect, where the value of a network is related to the number of users, was not a major constraint. Three or four friends who used text messaging was enough to get someone started.
Page 324 → The texting phenomenon was not limited to Europe and Asia. By the 2000s, usage began to take off in the United States and many developing countries. By the middle of the decade, the world leader in the number of text messages per capita was the Philippines.
What is the attraction of texting? In addition to low cost, many people perceive it as convenient, efficient, and unobtrusive: for example, it can be used in situations where it would be inappropriate or embarrassing to make or receive voice calls. Texting also affords greater privacy than voice calls, an attribute that led to its rapid adoption by teenagers—they can make and receive text messages late at night without parents overhearing conversations. David Crystal argues that the restriction of the format to 160 characters is a positive attribute.37 No penalty is imposed for abruptness; the shorter the better. Texting can be used in clandestine ways, such as in classrooms, undetected by teachers, or as a back channel between two people at a meeting—the electronic equivalent of passing notes under a table. It has also become part of courting rituals; many young couples negotiate a relationship through a series of texts.
Many adults use texting as a shorter alternative to e-mails. It is less personal, which is a positive in some situations—for example, when someone does not have time to fill in the expected opening and closing salutations of e-mail. Texting is often a better way to reach teenage children. Many teens do not check voice messages regularly or at all and can therefore deny receiving voice messages from their parents, but it is very difficult for them to deny having seen text messages—an incentive for parents to learn text messaging. Texting also allows parents to communicate with teens who are with their friends, saving the teens from the potential embarrassment of taking parental calls.
Text messages are generally perceived as less personal than voice calls. As a result, they are less suitable than voice call for certain types of messages. We spoke to a young woman who said that she received a birthday text message from her boyfriend, who was traveling, and felt that it was too impersonal and that he should have called. Newspaper reports have noted understandably negative reactions to incidents in which managers fired employees via text messages or in which spouses learned that they were being divorced. Research in Japan has shown that people who want to avoid intimate social contact prefer text messages over voice calls.38
In our research, most text messages were for coordination (e.g., “cu@4”) and simple functional tasks (e.g., “call me”), though teens often used it for expressive communication (e.g., “I’m bored”). Nearly everyone we have interviewed said that they were texting more than they had a few years earlier and were making fewer calls as a result. Nearly all the teens we spoke to said that they made more text messages than voice calls.
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The style of text messages is closest to instant messages (IMs) but is unique in many respects. Users have developed a set of acronyms, abbreviations, and letter/symbol combinations to communicate more efficiently, as shown in Table 10.2. Many of these are very creative, though some critics view them as a corruption of standard languages. Most scholars view them as no different from many earlier forms of shorthand, such as stenographic symbols, abbreviations common in written communication (e.g., RSVP), or the system of dots and dashes in Morse code.39 There is little punctuation or capitalization, except for emphasis. Though some teachers have offered anecdotes about students who used text shorthand in essays, these appear to be just that—anecdotes, not the end of standard languages.
The texting format allows only 160 characters and therefore supports some types of messages but not others. One way around the space limitation is to engage in a series of back-and-forth text messages that might span a few minutes or days. This process is common when people are scheduling when and where to meet. A problem sometimes arises when a person text messages another about more than one topic within a few hours and it becomes unclear to what question a response such as “yes” refers.
Texting has accelerated the adoption of some English words in other languages, in part because of the use of English as a second language in many countries and in part because of the brevity of English words compared to, for example, German words. Text messages also have some “code mixing,” or mixing of English words with those from other languages—for example, Germans text mbsseg to convey “mail back so schnell es geht” (as fast as you can).40 Many other language anomalies have been reported. For example, Richard Ling and Birgitte Yttri report that when Norwegians curse in a text message, they frequently do so in English.41
Texting illustrates a few of the principles outlined in chapter 1. For one, those who invent new media services often do not know who will use them and for what applications and whether they will be widely adopted. Also, the most
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Still Photos and VideoStill cameras were first built into mobile phones in Japan during the late 1990s, and the technology was deployed a few years later in Europe, the United States and other countries. The camera phone is a good example of a technology for which there was seemingly no prior demand. Cameras were built into mobile phones because the technology to do so existed, and when people replaced their previous phones, they acquired phones with this capability. Early camera phones took poor-quality photos, but many users nevertheless found them fun to use at informal social occasions—locations to which many people would not normally bring digital cameras. The mobile phone camera and the photos it captured became part of events, much as instant Polaroid cameras and photos were part of events a generation or two earlier. People saved photos to view later or show friends, e-mailed them to family members, posted them on social networking sites, or used them as wallpaper backgrounds on phone displays. Phones served as a supplement to rather than a replacement for digital cameras. Over time, the resolution of mobile phone cameras improved, USB adapters were added, and many people adopted them as personal cameras, in place of separate digital cameras.
Video applications on mobile phones fall into two categories: video recorders that capture and save brief clips of live action, and video display of prerecorded content. (We do not treat videophone applications for mobile phones here.) Like early mobile phone cameras, the first generation of mobile phone video recorders were used primarily to capture silly moments at a party, cute actions by toddlers, and other short spontaneous actions. Phones lacked the resolution and capacity to substitute for camcorders. Nonetheless, some users found the recording capability handy, and the brevity of the video was not a serious drain on battery power.
Video playback of prerecorded content falls into three groups: live streaming; download and watch; and over-the-air digital broadcasts. Through the mid-2000s, video playback applications were a work in progress, not a broadly accepted and used feature in the United States and Europe. However, by the late 2000s, many people were watching videos on mobile phones. Usage has been stronger in some Asian countries, especially South Korea, partly as a result of government policies that set a single standard and required some free video services. Among the many early challenges in the United States were the lack of a single standard for mobile phone video, long load times for some videos, heavy consumption of battery power while watching video, high and complex
Page 327 → pricing, and poor user experiences when watching videos on small screens. Some of these were overcome by the late 2000s.
The Web, Music, and Other Entertainment ApplicationsWeb content on mobile phones faced some of the same challenges as video applications. An early standard, wireless application protocol (WAP), first introduced in Europe at the end of the 1990s, was decidedly unsuccessful in most parts of the world. WAP was expensive, slow, and hard to use. Web content, even when designed for mobile phones, did not display well on small screens. As a new generation of smart phones with larger screens was adopted, the user experience improved considerably. Japan led other countries with its i-mode service provided by NTT DoCoMo and launched in 1999. The service provided a controlled set of Web applications and content, not open access to the entire Web, and was well received by teenagers. (Computers were available to relatively few Japanese young people at that time.)42 Other mobile phone providers pursued similar “walled garden” approaches. User interest in Web services clustered around a relatively narrow set of applications, such as maps, weather, sports scores, simple games, e-mail, and news clips, which are more appealing when designed specifically for mobile phones. Faster mobile networks made Web browsing more appealing.
Entertainment applications for mobile phones may also be culturally related, making it difficult to know if a feature that is popular in one country will migrate to other countries. For example, the Japanese, especially young women, have taken to reading novels and Tanka (unrhymed poems with 31 syllables) on mobile phones. Some of these behaviors eventually migrated to Europe and North America. Google attempted to jump-start book reading on mobile phones in the United States with an operating system that extended access to more than one million public-domain books to those using smart phones or other mobile devices, and Amazon began selling books for smart phones.
Mobile phone entertainment applications have not been limited to smart phones in developed countries. In rural India, local mobile phone companies offer radio and other forms of entertainment to consumers as a way to boost revenue. These areas often have no radio, and people are willing to pay extra to hear favorite Bollywood tunes over their mobile phones.43
M-CommerceOne of the Holy Grails for mobile phones has been mobile commerce (m-commerce): using mobile phones for a broad variety of transactions, such as
Page 328 → buying beverages from vending machines and adding the charge to users’ mobile phone bills; buying tickets at movie theaters and using phones as electronic tickets; transferring money to other mobile phone accounts; and using mobile phones to read bar codes in stores and then receiving text messages about nearby locations that offer products at lower prices. All of these applications were first developed outside the United States.
The simplest form of m-commerce has been the use of a mobile phone as a pay phone—for example, vendors in Venezuela let people make calls on mobile phones on a pay-per-call basis.44 Developing countries have seen the emergence of a number of unique forms of m-commerce, including money transfer. In Kenya and elsewhere in Africa, it is possible to store credit on mobile phones and then transfer some of the amount to other phones. Recipients can then take their phones to gas stations or other vendors and redeem the credit in cash. The service is an alternative to banks and has been most successful in areas where few people have bank accounts.45
Japan has developed many m-commerce applications, including use of mobile phones to purchase train and movie tickets, serve as electronic boarding passes on airplanes, purchase items from vending machines, scan bar codes in stores for price comparison information, and even to scan bar codes on food items to learn where they were grown and what kind of pesticides were used by the farmers who grew the items. Nonprofit groups have also developed m-commerce applications. At some universities, students can register for classes and check exam results using their mobile phones.
More widespread adoption of m-commerce will require software interoperability among mobile phones, greater acceptance of these applications (and related equipment) by merchants, a business model for small transactions, and transaction speeds that are faster than face-to-face purchases with regular currency.
PoliticsMobile phones have become integrated into political life. A prominent example took place in the Philippines in 2001, when political activists used mobile phones to organize demonstrators against then-president Joseph Estrada, who was subsequently ousted in a coup. Voice calls and text messages carried news and rumors and helped to gather crowds in Manila. Later, when riot police moved in, mobile phones were used to redirect the protesters away from the police.46 Mobile phone use for political purposes can also backfire. In 2004, Italian prime minister Silvio Berlusconi sent millions of messages to mobile phone users on the eve of a regional election, but people were annoyed by the messages, and his party lost by a wider margin than expected.47
Page 329 → In the United States, candidate Barack Obama made extensive use of mobile phones in the 2007–8 primary and general election campaign. Organizers used text messages to solicit donations, tell people about rallies, provide talking points for supporters, give directions to polling places, and send first-alert messages to supporters—for example, telling them that Joseph Biden had been chosen as the vice presidential candidate. The use of mobile phones for voting has been limited, but in Bulach, Switzerland, citizens can vote via text message after entering their user IDs, passwords, and dates of birth.
Mobile phones have been used in politics in many other ways, not all of them positive. The mobile phone can be a tool for spreading false rumors and deceptive information, as was the case with some mobile phone messages in the Philippine demonstrations. Because mobile phones are always on and always present, they provide a strong channel for reaching people for political purposes.
Mobile Phones and TerroristsLong before new technologies reach the level of penetration that mobile phones have reached, they tend to be put to use by less desirable elements both in and outside society: in particular, purveyors of pornography, organized crime, and terrorists. Many countries permit people to purchase prepaid mobile phones with cash and without providing identification, thereby offering a level of anonymity that is highly valued by terrorists, who have used mobile phones both for untraceable communication and as detonators. In the 2004 bombings on the Madrid railways, for example, the alarm function on mobile phones was used to trigger the detonators. When detonation is caused by a telephone call, terrorists have flexibility in choosing the time of the explosion, a capability that terrorists in Iraq and elsewhere have used and that has caused some security experts to question the wisdom of proposals to allow the use of mobile phones on planes. In the 2008 Mumbai attacks, terrorists used the global positioning system on their mobile phones to reach their destination by boat and later to coordinate actions among groups spread across the city.
Mobile phones’ high value to terrorists has naturally caused concern among security authorities in many countries and in the press. For example, the bulk purchase of 150 mobiles at a store in California and the purchase of 60 mobiles by people who appeared to be of Middle Eastern origin at a Texas store caused alarm. In 2008, the British government proposed that anyone purchasing a mobile phone be required to present a passport or some other form of official photo identification, a requirement that other countries have already instituted. However, mobile phones are often stolen, and they can easily be acquired in one country and used in another, meaning that such measures are unlikely to be particularly effective.
Page 330 → ReligionThe mobile phone has become a tool for many of the world’s religions. MyAdhan, a service for Muslims in the United Kingdom, sends text messages about prayer and fasting times, provides Muslim-themed wallpaper for phones, and offers a mosque locator. In the Philippines, Catholics can send prayer requests to priests, who read the messages at mass. In Israel, mobile phone users can send prayers to a rabbi, who prints them out and puts them in crevices in the Western Wall. Services in many countries send Bible lessons and passages from the Koran as text messages and e-mails to mobile phones.48
For some people, the acceptability of various mobile phone services has become bound up with religion. In Israel, one ultraorthodox group worked with a mobile phone provider to design a “Kosher phone” that supports many of their religious practices. For example, the service discourages the sending of mobile phone calls or texts during the Sabbath by charging high tolls during this period.49 The integration of the mobile phone into religious practices is another sign of how centrally it has moved into the daily lives of people.
ImpactsThe integration of mobile phones into everyday life has had many effects on other products and services, social interactions, and mobile telephony in both developed and developing countries. Its evolution is likely to continue for some time, and such impacts will broaden.
Impacts on Other Products and ServicesThe mobile phone has affected a broad scope of technologies and services, including landlines, public pay phones, long distance service, area codes, watches, and radio alarm clocks. Many people, especially those in younger age groups, have dropped landlines and use mobile phones exclusively. Others have kept landlines as backups but use them less than before. This trend is likely to continue. Telephone companies that provide landlines have tried to compete with mobile phones by offering new service packages at lower prices, and some have tried to compete by creating innovative new services—for example, landline telephones that can send and receive text messages and can access the Web. The number of public pay phones declined by more than 50 percent in the United States between 2000 and 2006. With such widespread ownership of mobile phones, public pay phones are needed only by people who do not own mobile phones or who are out of range of cell towers.
Page 331 → With the pricing of mobile phone packages, the concept of long-distance telephone calls has in many cases disappeared: a call to a neighbor next door or a friend across the country costs the same, though roaming charges continue to complicate billing. Similarly, area codes have lost much of their geographic meaning. A mobile phone’s area code tells us only where it was originally purchased, not where the user lives or is located at any time.
The decline in the use of watches is an example of the broader impact of mobile phones. Since mobile phones tell users the time, and since most users nearly always carry their phones, there is no need for a watch. Many younger people have abandoned watches. Some people continue to wear one because they consider it jewelry; others consider it a part of work attire. Similarly, many people use their mobile phones’ alarm feature to wake them up in the morning, eliminating the need for radio alarm clocks and indirectly reducing the time spent listening to radio. In the past, many people set the radio to go on at a certain time and then continued listening to it as they got dressed or ate breakfast. After switching to a mobile phone alarm, they must consciously decide to turn on a radio. As mobile phone cameras have improved, they have affected the purchase and use of digital cameras.
Social ImpactsWe have discussed many social impacts of mobile phones—for example, how people have come to use mobile phones to coordinate activities with others and how many younger mobile phone users have become fixated on the current location of friends. The mobile phone has also affected the conduct of politics, the expression of religion, and the methods of terrorists. It has reduced privacy, since users can be contacted virtually anytime and anywhere and feel an obligation to return calls and texts quickly.
It is important to reexamine the core concept of mobile communications. In the past, most thought of mobile technologies as devices used outside the home, office, and school. However, mobile phones are used at home and in the office or school as well as outside these environments. In this sense, they have crossed boundaries between mobile and stationary locations to create a new living space for those who use them.
The generation of young people born between 1990 and 2000 may be characterized as the first mobile phone generation. They have grown up with mobile phones all around them, started using them at an early age, and feel that they cannot live without them. They are more likely than older people to personalize their mobile phones. It is difficult at this point to say that their usage patterns—e.g., very frequent texting, large contact lists, and frequent location-
Page 332 → based communications—are permanent impacts of being part of a mobile phone generation and not the fleeting behavior of teens. A decade from now we will know which behaviors are permanent.
Impacts in Developing CountriesMobile phone service has been adapted to meet the needs of people in developing countries and has had strong effects there. As noted earlier, residents of many countries, including developing countries, have preferred prepaid plans to subscription plans (which are more popular in the United States). Prepayment has made mobile phone service affordable for people who lack credit or simply cannot afford monthly plans. Whether the caller or the recipient pays for the airtime component of a mobile phone call also affects usage. In many developing countries where the caller pays, it is common for a person with less income (for example, a young worker) to call another party with greater income (for example, a parent) and then hang up, knowing that the other party will call back. At a broad economic level, many countries with poor telecommunications infrastructures (and no telephone service in some areas) have used cellular technology to leapfrog ahead and build mobile phone services that are more advanced than those in many developed countries, enhancing the poorer countries’ ability to compete in a global market. In addition, mobile phones are computers and thus bring computing power and applications to developing countries that have low desktop or laptop penetration. In Indonesia and other developing countries, many people who lack broadband Web access at home or work have adopted mobile phone access to the Web.
In many developing countries, mobile phones are shared for both economic and cultural reasons. From an economic perspective, only a few people in a village may be able to afford mobile phones, so they are shared; members of households that use mobile phones in place of landlines often share the phone as they would a landline. Some societies place a strong cultural value on the sharing of resources, which leads to the sharing of mobile phones.50 Recognizing the shared nature of mobile phones in some countries, one carrier has developed software that allows multiple contact lists on the same handset.
Resourcefulness in bringing mobile phone service to many countries where it might not be expected has been remarkable and demonstrates the strong demand for mobile phones. How, for example, do households with no electricity charge mobile phone batteries? In Bangladesh, solar-powered battery chargers were introduced to meet this need. In other countries, chargers are powered by pedaling bicycles.
This review of mobile phone users and usage demonstrates many of the principles outlined in the core chapters of this book. The mobile phone be-
Page 333 → gan as a large, heavy, and expensive device used by a limited group of people. Longer-term uses and users were not anticipated, nor did anyone predict the extraordinarily quick and massive adoption of mobile phones as the price and size declined. The mobile phone began as a technological innovation, but its long-term impacts have been more social than technological. Even as it has become integrated into the everyday fabric of social life, it continues to evolve in directions that are both knowable and hard to foresee.
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TABLE2.4. 1994 Delphi Study's Forecasts of Media Penetration in 2005

Forecast (%) Actual (in the United States) (%)
Video CD player (VD) 151 70
1 122 o
CD-om 205 &
Virtal reality system 55 o
VoD 168 24
Digital terrestrial broadcast 73 <
Fiberto-the-home 122 <1

“Source: Digital Media Forum, Digital Technology Timeline, 1994.
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TABLE 1.4, New/Existing Technologies for New/ Enhanced Applications.

Technology in Home or Office

Application or
Experience Alreagy in Place New
Ennanced ‘Software update Color TV
Touch-tone telephone
New Automated voice services Videoter
Streaming audio/video on Web Interactive TV

Prerecorded videocassettes

“Videotex i a generic term for online services before the Web.
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Fig. 10.1. Worldwide growth of telephione senvice, 1990-2007. (Data from United Na-
's Intemational Telecommunication Union, ICT Statistics [2000].)
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TABLE.

New Sevices: Under the Spotights o in the Shadows?

Underthe
Time Period* _ Region Spotiight I the Shadows
Earlyig7osfor  NorthAmerica  Videoconferencing Audio conferencing
30+ years
United Kingdom
and elsewhere
Mid1g70sfor  Westem Europe  Videotex Teletext
10+ years mainly (online
information)
Late 1g70sfor  United States Interactive Pay cable channels,
20+ years television Pay-perview TV and
video rentals
Endofig80s  NomhAmerica  Residential DSLand cable modem
foris+ years broadband technologi
networks
(fiber-to-the-
home)
Late1ggos  United States Oniine Buying printed
fors+years  andelsewhere  subscriptions  publications, for
to electronic ‘example, books,
magazinesand  onlinewith reguiar
newspapers postal delivery
Secondhalfof  Eurpemainly  WAPformobile  SMS
19905 for phones.
5+ years

“Stating approximately when the spotlight was tumed on and covering the period during which
the service n the shadows continued to grow rapidly.
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TABLE .1 New Television Technologies and Their Impacts, 1946-90

New Technology or
Change in W sets

Impact

Larger TV sets

W as fumiture

Remote control

Colorsets

More channels

Multiple sets in households

VeR

Video games on TV

Cband satellite dishes

Allow people to sit farther from set for more enjoyable
‘group viewing; eventualy transform TV into a mult-
‘media entertainment center

Softens the blow of high price for early B&W and color
TVs; enhances TV as luxury item; replaces piano as
center ofliving room in many households

Increases channel changing during commercials and
surfing through channels; becomes an instrument of
‘powerin control over TV set

Reinvigorate 1V; enhance appeal of programs

cluding many scenes in color; may have
influenced reactions to Vietnam war

Support niche programs; increase competition for
‘major networks; segment audiences by categories
of interest

Make TV more pervasive in households; support
viewing alone; segment audiences according to
where they are watching

Introduces time-shift viewing; tums set into a display.
‘monitor; frees people from TV schedule; makes
viewing more effcient through fast-forwarding of
recorded content; provides new competition for TV
programs through rented and purchased mavies

Compete with TV programs for people's time;
stimulate multitasking; develop people’s appetite
for interacting with content; turn setinto a display.
‘monitor

Allow people in rural areas to receive more channels;
increase TV viewing in housenolds that own a
satellite dish
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“coefficent o novalon”
(a constant for the product n questin)

Noncumulalive
Adoptions 'm = potential number of ultimate adopters
(another constant fo the product in question)

Adoptions due to
“Internal Influence”

pm

Adoptions due to
“External Influence”

Time —
Fig.2.2. Factors affecting adoption in the Bass model. (Data from Vijay Mahaian,
Eitan Muller, and Frank Bass, “New Product Difusion Models in Marketing: A Review
and Direction for Research,” journal of Marketing 54 January 1990 1-26.)
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TABLE 10.1. _Features and Services on Mobile Phones.

Mobile telepone
Contact
Calendar

Calculator

Clock

still camera
Camcorder

Alam

s

Voice message box
Callhistory

CallerID

Bar code reader
Wallpaper background
Electronic wallet

DA
‘SMS (plus text storage)
Web browser

Game player

Streaming video player
Digital broadcast player
Radio

Music storage and player
Photo storage and display
Email

Creditand debit card

Ring tone

Electronic ticket
Ring-backs
Location-based services












OEBPS/images/8859947.0001.001-00000009.jpg
TABLE 15. Replacement Cycles for Electronic Products

Product Average Life (years)

Cordless telephone
Color v

CDplayer

Telephone answering machine
VR

Camcorder

Fax

Personal computer

Mbile phones

hnEnn e n@e

‘Source: Appliance, Septemberssue, multple year.
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TABLE 6.1. Comparison of Audioconferencing and Videoconferencing in Terms of Flexibility
and Convenience

Factor Affecting
Flexibilty or Convenience _ Audio Video
Lead time Needsonlytobeaslong  Needs to take into account
asisneededto confin resenvation of the.
atimewith the intended  conference rooms atall
participants locations
Constraints on location  They need only to be. They generally need to be ina
of participants able to use a regular suitable conference room at
ormobile telephone in one of their organization's
a space thatis not too. offices.
noisy.
Constraints on time of Depend only on May need to be when office
day of conference. individual participants  buildings are open and
support staff available
Constraints on number  Essentially none Depend on design of room.
ofactive participants. (provided the Often a limit of  t0 12.
perlocation conference telephones
are of suitable quality)
Constraints on number  Essentially none. Depend on design o particular
of locations System. More than 24
locations may incur the need
for prior arrangement with,
and the additional expense
of, a service bureau.
Constraints on behavior  Few. Multitasking. Must remain seated at
of participants during cannot be detected at on-camera location.
conference other locations. Multitasking is likely to be
unacceptable.
Need for prior Essentially none Necessary equipment and
investmentto have connection to 3 digital
been made nemwork must have been

purchased and installed.
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Fig. 1.1, Rogers's categorization of adopters. (Data from Everett Rogers, Difusion of
Innovations, 4th ed. [New York: Free Press, 19951
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TABLE9.1. _Target Groups For Satellite Radio

Expected Characteristics of Expected Characteristics of
‘Groups Adopting Eariier Groups Adopting Later
Male Female.

2550 <250r>59

Rural, then suburban Urban

Long commute "Moderate commute

Truck/wwury car driver

Access to few terestrial radio stations
Use in vehicle, then at home

Radio purchased after car

Non-luxury car driver
Access to many temestrial radio stations
Use in mobile setting

Radio preinstalled in new car
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TABLE7:1.

Major Developments in the Emergence of Online Services.

Time Period _ ARPANET—> WWW Videotex—> WWW
Late 19605 Funding or the planning ofa Startof riish Post Offce’s planning
‘computer network by U.S. Defense  for itsvideotex senvice (called
Department Viewdata)
1970 Four sites connected over ARPANET
‘computer network
1972 Email program for ARPANET
created by Ray Tomlinson
1973 Publishing of the design for TP/ Online access to news and data
1P, 2 protocol o allow computers  archives for businesses offered by
10 communicate with each other,  Dow Jones News Retrieval and the.
developed by Vinton Cerfand Bob  New York Times Information Bank
Kan
First intemational connection o
ARPANET (England and Norway)

1974 Viewdata (videotex) senvice (iterto
be called Prestel) demonstrated in
the United Kingdom

1075 100 host computers on ARPANET  Firstpersonal computer bulletin

1978 board system developed in the
United States

1979 Usenets—systems for exchanging  Prestel (videotex) service launched

views on topics (called in the United Kingdom by Brtsh

Newsgroups) developed at Telecom after lengthy field trial

Onelimenly The Source and CompuSenvevideotex
services launched in the United
States

1981 Start of fied tial of an electronic
banking service by Chemical Bank
i the United States

1982 Launch by Infomart o a videotex
senvice in Canada using Kiosks in
public locations

Launch o Mintelvideote service in
France with millons of subsidized
terminals for home use.

1983 Start of use by ARPANET of TCP/IP Launch by AT&T and Knight Ridder

protocol to link computers

Newspapers of major videotex tral
in South Forida, with 750 content
areas or services.

Formation by Ogilvy and Mather of
frstfull service division ata major
U.S. advertising agency devoted to
online and other interactive media

70 commercial e-mail providers in
the United States, with 400,000
accounts

Launch of CAPTAIN videotex service
(including audio) in Japan





OEBPS/images/8859947.0001.001-00000014.jpg
Thousands of Units

4000

W VCRs W VidoosiscPlayers

3000

okl

1950 1981 1982 1983 1984 1985
Fig. 2.1, Forecast of VCR and videodisc player sales. (Data from Theodore Anderson,
“Tne Emerging Videodisc Market,” cited in Sheila Mahony, Nick Demartino, and Robert
Stengel, Keeping PACE with the New Television [New York: Camegie, 1980].)






OEBPS/images/8859947.0001.001-00000029.jpg
50 1 Millions -
0

30

10 —‘
ol o o o [ L

1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Fig.7.2. Number of U.S. households subscribing to an online sevice, 1990-2000.
(Data from Gary Arlen, Interactivity Report [Bethesda, MD: Arlen Communications,
tiple years]; and U.S. Census Bureau, Statstical Abstrac of the United States [Washing-
‘ton, DC: Department of Commerce, multiple years).)






OEBPS/images/8859947.0001.001.jpg
when
media
are ...

NEeW ..

1o Crey and Martin C.|.Eton





OEBPS/images/8859947.0001.001-00000032.jpg
oxM 7
O Sirius

0 Merged 136
Company.

190

925

a3

162
o a2

2001 2002 2003 2004 2005 2005 2007 2008
Fig. 9.1, Sateliite radio growth: Number of subscribers in millions, 2001-8. (Data
from Sirius and XM Annual Reports, 2001-8.)






OEBPS/chapterlist_flow.xhtml
List of Chapters

		Preface 

		Introduction  		Part 1: Processes

		Part 2: Case Studies

		Theory





		Part 1 • Processes 		 One //Adoption of New Media  One //Adoption of New Media		Everett Rogers and the Diffusion of Innovations

		Price Trends		Media Products

		Media Services





		The S-Curve

		Start-Up Issues

		How New Is New?

		Piggybacking on Replacement Cycles

		Charmed Lives

		Rate of Adoption

		False Starts

		The Advantages and Pitfalls of Being First

		How Applications Can Change over Time

		A Staircase Analogy

		Killer Applications or a Confluence of Factors?

		Disruptive Technologies

		Natural Selection—When a Better Format Comes Along

		Demographic Characteristics and Lifestyle Issues Associated with Adoption

		Failures, Fads, and Cyclicals

		Failures

		Fads

		Cyclical Adoption

		Some Practical Implications for Those Introducing New Media

		The Context for Adoption

		General Lessons

		Transparency

		Targeting Early Adopters

		Motivations and Desires

		Content

		The Trojan Horse Strategy

		Stunning Innovations

		Strategies for Assessing the Possibility of Failure and the Opportunity of Finding Success in the Ashes of Failure





		 Two //The Fragility of Forecasting  Two //The Fragility of Forecasting		The Core Forecasting Problem

		Track Record		Who Creates Forecasts?

		How Accurate Have the Forecasts Been?





		Context

		The Failure to Account for the Possibility of Failure

		Bias

		Assumptions

		Language and Definition

		Forecasting Methods

		Where the One-Eyed Man Is King

		The Bass Model

		The Seductive S-Curve

		Gilt by Association

		Bottoms Up

		Prediction Markets

		Making Good Use of Early Postlaunch Information

		Boundary Markers

		Making the Best of a Bad Job

		Becoming an Informed Consumer

		Integrating Forecasting and Decision Making

		Reducing Bias

		When Prelaunch Forecasts Are Needed for Decision Making: Some Practical Guidelines





		 Three// Implementation  Three// Implementation		Planning

		Research Objectives, Demonstration Objectives, and Funding Purposes

		Conflicts of Interest and Resistance to Change

		Time and Money

		Market Issues at the Planning Stage

		Needs

		The Substitution Paradigm

		Needs Assessment

		Users

		User Issues in Organizations

		User Issues Arising Both in Consumer Applications and within Organizations

		Equipment Issues

		Nuts-and-Bolts Equipment Issues

		Location, Location, Location

		Comfort

		Consumers and Equipment





		 Four //User Research  Four //User Research		The Emergence of a New Field of Research: The Late 1960s to the 1990s

		Studies of Perceptions, Attitudes, and Intentions

		Controlled Experiments in a Laboratory Environment

		Field Trials

		Controlled Experiments in a Natural Environment

		A Time of Rapid Transition: The 1990s Onward

		The Environment for Applied Research: The Need for Speed

		New Types of Data and Research Methods

		Challenges

		Appendix: Teletext in the United States: Design and Implementation of a User Research Project









		Part 2 • Case Studies 		 Five //How New Media Affect Television Viewing  Five //How New Media Affect Television Viewing		Television Enters the Scene

		New TV Technologies from the Mid-1950s to the 1990s

		1950s and 1960s

		1970s and 1980s

		1990s

		New Television Media: 2000 Onward

		HDTV

		DVRs

		VOD

		Web Television

		Implications for the Future





		 Six //Videophones and Teleconferencing  Six //Videophones and Teleconferencing		Users and Providers of Audioconferencing

		Initial Technical Problems

		Other Early Problems

		Some Variations on a Theme

		From Operators to Automation

		The Conference Call Industry

		Visual and Other Enhancements for Audioconferencing

		Users and Providers of Videoconferencing

		Digital Transmission and Compression

		Public Videoconferencing Services

		Private Videoconferencing Systems

		Outside the Office: Need Can Overcome Lack of Transparency

		Design Issues

		Disappointment

		Videophones

		Comparison of the Media

		Videoconferencing: The Need to Weigh Convenience and Flexibility against More Fundamental Factors

		The Commonsense View of Teleconferencing

		Uses of Videophones outside the World of Work

		Closing Thoughts





		 Seven //When Online Media Were New: The Missing Chapter  Seven //When Online Media Were New: The Missing Chapter		The Often-Told Story

		The Other Path

		Notes about the Period

		Major Developments in ARPANET and Videotex

		Prestel and Minitel

		Database Services

		Computer Conferencing

		ASCII and Graphical Videotex Services in the United States

		E-Mail

		Electronic Banking

		Noncommercial Online Services and Bulletin Board Systems

		Online Terminals in Public Locations and Audiotex

		The Transition

		What Worked: Positive Indicators from Earlier Online Services

		What Didn’t Work: Things That Should Have Been Learned from Earlier Online Failures

		General Lessons

		Endnote: The Ambiguity of Failure





		 Eight //The Long Road to Interactive Television  Eight //The Long Road to Interactive Television		Defining ITV

		Direct Change in the Viewing Experience

		A Better Choice of Content

		What Is Not ITV

		A Concise History of Interactive Television

		Early Demonstrations

		1950s

		1960s and 1970s

		1980s

		1990s

		2000 and Beyond

		The Future of ITV

		The Future of ITV Content and Services





		 Nine //Satellite Radio  Nine //Satellite Radio		Satellite Radio Origins and Technological Underpinnings

		Commercial Radio Opens the Door

		Enter Satellite Radio

		Attracting and Keeping Users

		The User Interface

		Programming and Features

		Content

		Star Power

		What Is Howard Stern Worth?

		Satellite Radio Becomes a Mass Medium

		New Media and Mass Media

		Business Strategy: Finding Future Subscribers

		Competition for Radio Listeners Heats Up

		The Merger





		 Ten //The Integration of Mobile Phones into Everyday Life  Ten //The Integration of Mobile Phones into Everyday Life		Mobile Communication

		A Brief History of the Mobile Phone

		Mobile Phone Behavior

		Making and Receiving Mobile Phone Calls

		Socializing and Spreading Gossip

		Fake Calls

		Scheduling and Coordination

		Multitasking

		Etiquette

		Use in Public Spaces

		Location

		The Mobile Swiss Army Knife

		Texting

		Still Photos and Video

		The Web, Music, and Other Entertainment Applications

		M-Commerce

		Politics

		Mobile Phones and Terrorists

		Religion

		Impacts

		Impacts on Other Products and Services

		Social Impacts

		Impacts in Developing Countries









		Notes 		Introduction

		Chapter One

		Chapter Two

		Chapter Three

		Chapter Four

		Chapter Five

		Chapter Six

		Chapter Seven

		Chapter Eight

		Chapter Nine

		Chapter Ten





		Index 







OEBPS/images/8859947.0001.001-00000015.jpg
TABLE23. New Media Failures

Broadcast subs Videotex

Divx. MDS

8-track cartridge Cable game channels (1980s)
‘Quadraphonic sound Smart screen telephones.
@4 3DV

Videodisc Teletext (in the United States)
Videophone ridium satellte phone system
Fax newspapers Fiber-to-the-home (19905)

Car phonographs Interactive TV (19805-19905)






OEBPS/images/8859947.0001.001-00000033.jpg
TABLE9.2.

Factors Omitted from Industry Analysts’ Estimates of Howard Stern’s Value

to5irius

Net Number of Subscribers Attracted by Howard Stern
The Following Would Reduce The Following Would Increase.
the Estimate of His Value the Estimate of His Value

The portion of Howard Stem's fan base who
become subscribers to Sirius will include
Some who would become ts subscribers
evenf Sirius did not carry him.

Sirius may lose some subscribers because
they find Howard Stem offensive. Some
potential subscribers 10 either XM or
Sirius may decide i favor of XM because
they find Stem offensive.

Some of those who subscribe to Sirius
because of Howard Stem will churn out
of the service (though probably a smaller
percentage than of general subscribers).

Howard Stem may attract some new listeners
‘Who never heard him on commercial radio
but did hear him on theWeb, on cable TV
programming, or in media coverage about
Stem after he joined Sirius.

Howard Stem may attract some new listeners
on Sirius among existing subscribers who
never heard him on commercial radio and
decide to keep their subscriptions whereas,
otherwise they would have dropped them
thereby reducing chum.

Value of Each Subscriber Attracted by Howard Stem

These Would Reduce the Estimate of His Value

Notall the $13 per month in subscription
fees will g0 to the bottom line. New
subscribers generate costs as well as
revenues: for example, i the setting up
of new accounts and in their subsequent
maintenance.

twil ke time before all those drawn
10 Sirius by Howard Stem will nave
become subscribers. For thosewho
come overafter his contract has
started, the average revenue generated
over the length of his contract will be
commensurately lower.

Indirect Effects on the Sirius Revenues and Costs

The Following Would Reduce The Following Would Increase.
the Estimate of His Value the Estimate of His Value
The high value of Howard Stems Contracts with Howard Ster and other

contractwilldrive up Sirius’s
programming costs as it will cause other
content providers to negotiate for higher
feeswhen their contracts come up for
renewal.

major talent add to the value of the.
brand. Additionally, Howard Stem is a
controversial figure who attracts free
media coverage, thus benefiting Sirus's
marketing.
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TABLE1.1. Average Price of Selected Electronic Products (in the United States, current
dollars)

Year  RadioSet BAWTV Color v VR ) VD

1925 8
1930 78
1035 55
1940 38
1945 I
1047 279
1950 190
1955 138 500
1960 132 302
1965 36
1970 317
1975 34 1140
1980 n22
1983 572 73
1985 494 310
1989 382 28
1993 180
1997 760
1999 360
2001 210
2003 us
Source: histopher Stering and Timothy Raigh, The Mass Media: Aspen InstTute Guide o Communica-
ton ndusty Trends (New Yor: Prasger Pubishers, 1978);Joh Cary, “The Firt 100 et for Households:
‘Consumer Adopton Patters,” in Deborah Hurley and James Kele eds.), The First 100 Fet (Cambridge, MA:
MIT Press, 1578), 39-58; Eectroni Industies Assocation, Electronic Markee Data Book (Washington, DC,
multpleyears).
“Variable inenvals between successive ows.
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Fig.7.1. Number of U.S. households subscribing to an online service, 1980-90. (Data
from Gary Arlen, Iteractivity Report [Bethesda, MD: Arlen Communications, muliple.
years])
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TABLE2.1. Market Projections for Penetration of Videotex

in U.S. Households by 1990

Penetration
Forecasting Group (millions of housenolds)
Advertising Age 66

AT 80
International Resource

Development 98

IFF 1m0

Strategic Inc. 412
Southham 20-25

“Source: .. Thompson and Nolan Bowie, Videotex and e Mass
Audience (Cambridge, MA: M Future of the Mass Audience Project,

1986).
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TABLE7.1—Continued

Time Period ARPANET —> WWW Videotex —>WWW
1984 1,000 host computers on ARPANET  Launch by ATRT and Times Mirror of
videotex trialin Southe California
1986 Creation of NSFNET, extending
online access to many more
universities
1988 Launch by 18M and Sears Roebuck
of Prodigy videotex sewvice in
selected cities, with flat rate pricing
1989 Just under 2 million users of public
‘e-mail services and start of
interconnection allowing users of
one service to send e-mail o users
of others
1990 Replacement of ARPANET by 5,000 independent computer buletin
NSPNET board systems in the United States.
Commercial access to the Intemet  More than 1 million users of the
begins French Minitel videotex service
1901 Release by CERN of hypertext
markup language that creates the
World Wide Web
1903 Introduction of Mosaic browser,  AOL's introduction of a videotex
making Web surfing easier senvice forWindows, marketed o
people who are not computer savvy
1995 The Intemet becomes 8.5 million videotex subscribers

“commercial.”

in the United States. Subscriber
access to theWeb provided by
major senvices—AOL, CompuServe,
and Prodigy.
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TABLE 4.1, Substantial User Research Programs on New Media Initiated between 1970 and
1975 (in the United States, the United Kingdom, and Canada)

Main Technological ~ Prospective Primary Reason
Focus Users Main Funder(s) for Funding
Teleconferencing (1) Civil sevants (1) UK Civil Service (1) Need to find out how.
(2)Private sector. Department teleconferencing
managers  (2) British Post Office  could acilitate
and dispersalfrom
professionals. London
(2) To explore the
potential market
Teleconferencing  Civilsevants  Canadian To explore the potential
Department of enhancement of civil
Communications senvice efficiency.
Teleconferencing  Membersofa  U.S. Departmentof  To explore possible
proposed Housingand Urban  shifts of ving and
“New Rural Development work out of cties
Society”

Telecommunications  Physicians, U.S.Departmentof  Desire to explore how
with a heavy nurses, Health, Education,  telecommunications.
emphasis on two-  patients and Welfare, could improve the.

National Libraryof ~ delivery of health
Medicine, Veterans  care
Twoway cable City residents U5, National Science  Proactive exploration
television and city Foundation of the social value
‘govemments of the technology in
anticipation of
future FCC rule-

Potential Judges, court (1) AT&T (1) Part of a program
contribution of personnel,  (2) US. Law o explore potential
Picturephone defendants, Enforcement ‘market for the
in the criminal lawyers, Assistance technology
justice system probation Administration  (2) To acilitate:

officers. improvement of

the criminal justice
system
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Fig. 12 _Pricing of telephone service, three-minute call, New York to Chicago,
curtent dollars. (Data from Historical Statstics of the United States Washington,
'DC: Bureau of the Census, 1975], 784; and ATT rate cards, multiple years.)
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TABLE 1.2. Average Price of Selected Electronic Products in Weekly Household Income
(in the United States)

Year: Radio Set BEWTV. Color v VeR ) v

1929 8
1930

1935

1940

1945

1047 53

1950 33

1955 18 66

1960 41

1965 31

1970 19°

1975 62

1980 33

1983 14 18
1985 1 o7
1989 o4
1993 oz
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2001
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“Varable ntervals between SUCcassive focis,
“Point by which the technology had entered half o S, households.
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OEBPS/images/8859947.0001.001-00000038.jpg
D(m) = 2 d(m/mp(m)





OEBPS/images/8859947.0001.001-00000005.jpg
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TABLE8.1. ATaxonomy of Key ITV Characteristics

Where does the interaction
take place?
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affected by user actions?
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Whatis the level of
customization in
responses?

When are responses sent or
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Whatis the degree of
interactivity?
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offered on the ITV service?
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Video, audio, text, still image, or animated graphics

Other people through the TV system; software on a server,
computer system, or game console

Each user receives unique content (e.g., game play.
responses); users choose from a menu that others share
(e.g., menu driven news); users see results of whata
group did (e.g., responses to a poll).

Live (user sees content or receives feedback immediate)
orasynchronous (response is sent or displayed later, a5
in the results of a poll)

Low (user orders aVOD movie); medium (user searches for
programs on an electronic program guide); or high (user
plays an action video game)
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Fig.5.2.Percentage of U.S. households with color TV, 1955-1985. (Data from.
Chistopher Sterting and Timathy Haight, The Mass Media: Aspen Institute Guide to
‘Communication Industry Trends [New York: Praeger Publishers, 1578]; and U.S. Census
‘Bureau, Statistical Abstract of the United States [Washington, DC: U.S. Department of
Commerce, multiple years].)
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TABLE2.2. Forecasts for HDIV

Projected Cumulative Penetration of DV in U.S. Households

‘Group Making Projections. Year Projected Penetration (%)
NTA 1997 1
2002 25
2008 %
Electronic Industry Association 1997 0
2000 25
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American Electronic Association 2000 1
2003 B

“Source: National Association of Broadcasters Newsletir, March 1985,
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TABLE 2.5, Growth Rates for Selected New Products and Services in the United States and

Canada
Average Annual Growth Rate (%)
First First First First First
Year 2Years 5 Years 10 Years 20 Years
Unites States
Telephone 200 200 80 50 28
BAWTV 75 370 320 190 8
Color TV 260 310 13 88 5
Radio 567 356 57 7 7
B radio 496 309 102 . .
Cable TV g 15 % 51 ES
PayTv 263 279 182 . B
VRS 144 126 8 0 .
Canada
Telephone %0 73 52 E 2
BAWTV & 213 184 98 4

‘Source: Rogr Hough, A Studyto orecast the Damand fo Television Services Ove the N Ten Years
(Ottawa: Department o Communicatons, 1580).

“Too s00n after aunch for data to be available when the table was compiled.





OEBPS/images/8859947.0001.001-00000006.jpg
13
‘S-curve pattem of adoption

Time

Fig.13.

0ISINS/BSN/UNO UM 1BYIEd





OEBPS/images/8859947.0001.001-00000040.jpg
Joseph Turow
saas rTon
Ko e,
H B
Vo
an®
Broadcasting, Volce, and Accountability: A Public nterest
Approach o Polcy,Law, and Regulation
Steve Buckley, Kreszentia Duer, Toby Mendel, and Sedn O Siochr,
“with Monroe E. Price and Mare Raboy

Owning the Olympics: Naratves of the New China
Monroe . Price and Daniel Dayan, editors

‘The Hyperlinked Soclety: Questioning Connections In the Digital Age
Joseph Turow and Lokman Tsui,editors

‘When Media Are New: Understanding the Dynamics of
‘New Media Adoption and Use
John Carey and Martin C. . Eton

DIGITALCULTU2BOOKS is an imprint of the University of Michigan Press
‘and the Scholarly Publishing Offce of the University of Michigan Library
dedicated to publishing innovative and accessible work exploring new
‘media and thelr impact on soclety, culture, and scholarly communication.






OEBPS/images/8859947.0001.001-00000023.jpg
100

o P

1955 1960 1965 1970 1975 1980 1985 1990 1985 2000

Year
Fig.5.3. Percentage of U.S. householdswith multiple TVs, 1955-2000. (Data from
US. Census Bureau, Statistical Abstract of the United States [Washington, DC: U.S.
Department of Commerce, multiple years].)
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TABLE1.6. Number of Years to Reach
a 50 Percent Penetration of US.
Housenolds

Technology/Medium Years
Newspapers 100+
Telephone 70
Phonograph 55
Cable TV 39
Personal computer v
Color v 7
VER 10
CD player 10
Radio 9
Black & white TV H
VD player 6

Source: histopher Staling and Timothy.
Haight, The Moss Media: Aspen nstiute
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York: Prasger Publishers, 78); US. Consus
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Washington, DC: .. Department o Commerce,
‘multiple years).
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Fig.5.4. Percentage of U.S. TV households with a remote, 1082-2000. (Data from.
James Walker and Robert Bellamy, The Remote Contral i the New Age of Television
[Westport, CT: Praeger Publishers, 1993]; and Television Ownership Survey [Westfield,
NJ: Statistical Research, multiple years].)
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Fig. 1. Percentage of TV houseolds subscribing to cable, 1950-2005. (Data from
Christopher Sterling and Timothy Haight, The Mass Media: Aspen institute Guide to
Communication Industry Trends [New York: Praeger Publishers, 1978}; and U.S. Census
Bureau, Statistical Abstract of the United States Washington, DC: U.S. Department of

Commerce, multiple years])
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Transitions as platforms change: Shipments of ecorded media. (Data from
Industry Association of America, Year-End Shipment Statistics [Washington,
DC, multipleyears].)






